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Role and Regulation of Staphylococcal Cell Death 

Abdulelah Ahmed Alqarzaee, Ph.D 

University of Nebraska Medical Center, 2021 

Supervisor: Vinai C. Thomas, Ph.D. 

The transition from growth to stationary phase is a natural response of bacteria to starvation 

and stress. When stress is alleviated and more favorable growth conditions return, bacteria resume 

proliferation without a significant loss in fitness. Although specific adaptations that enhance 

persistence and survival of bacteria in stationary phase have been identified, mechanisms that help 

maintain the competitive fitness potential of non-dividing bacterial populations have remained 

obscure. This dissertation demonstrates that staphylococci entering stationary phase following 

growth in excess glucose undergo regulated cell death to maintain the competitive fitness potential 

of the population. Upon a decrease in extracellular pH, the acetate generated as a byproduct of 

excess glucose metabolism induces cytoplasmic acidification and extensive protein damage in non-

dividing cells. Although cell death ensues, it does not occur as a passive consequence of protein 

damage. Instead, we demonstrate that the expression and activity of the ClpXP protease is induced, 

resulting in the degeneration of cellular antioxidant capacity and, ultimately, cell death. Under these 

conditions, inactivation of either clpX or clpP resulted in the extended survival of unfit cells in 

stationary phase, but at the cost of maintaining population fitness. We show that cell death from 

antibiotics that interfere with bacterial protein synthesis can also be partly ascribed to the 

corresponding increase in clpP expression and activity. The functional conservation of ClpP in 

eukaryotes and bacteria suggests that ClpP-dependent cell death and fitness maintenance may be a 

widespread phenomenon in these domains of life. 
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 Chapter 1: Literature review 

1. Programmed cell death in prokaryotes 

Cell death was initially characterized in developing eukaryotic cells in the 1800s. The 

regulation of this process was proposed by Karl Vogt in 1842 (1, 2). In 1972, Kerr et al. described 

a specific morphological feature of programmed cell deletion called apoptosis to distinguish it from 

the accidental cell death process called necrosis (3). This study set the stage for identifying more 

of the physiological and morphological hallmarks of apoptosis that would differentiate active and 

passive cell death processes. The multiple forms and mechanisms are now known as programmed 

cell death (PCD) (2). In general, active cell death has to be genetically encoded, is a reversible 

process, and usually requires energy, whereas necrosis is a passive and irreversible process 

resulting from extreme damage (1, 4). The “altruistic” cell death mechanisms benefit multicellular 

organisms during organ development, cell maintenance, and homeostasis, and other events, so that 

a few cells are sacrificed for the benefit of the organism (5–7). 

After discovering apoptosis in eukaryotes, it took 14 years to report the first gene that 

regulated cell death in bacteria (8). It used to be disputable that a unicellular organism underwent 

cell death. However, prokaryotic cells live as a community in nature, where they function as a 

multicellular organism, communicate, and coordinate their behavior  (9). Cell death is an important 

aspect of multicellularity; the sacrifice of a subpopulation may benefit the whole organism (10). 

Multiple studies of various microorganisms indicate that regulated cell death processes and forms 

are widely present in bacteria and contribute to multiple stages of development and survival (11–

18). This chapter explores the reported mechanisms and determinants of regulated cell death and 

how they benefit the bacterial community. 
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1.1. Mechanisms of bacterial cell death 

1.1.1. Toxin‒antitoxin systems 

In the 1980s, toxin-antitoxin systems were described as mediators of cell death in bacteria. 

Ogura et al. described plasmid-encoded genes that couple cell division with plasmid replication 

(19). These genes were initially called coupled cell division genes ccdA and ccdB (20, 21). The 

researchers concluded that the ccdB gene inhibited cell replication and the ccdA gene suppressed 

the actions of the ccdB gene; the ccd locus was later identified as the controller of cell death (21, 

22). Subsequent studies have determined that the product (toxin) of the ccdB gene is a stable killer 

and the product (antitoxin, or antidote) of the ccdA gene is an unstable protein that is prone to 

degradation by the Lon protease (20). This model was named the addiction model because the cell 

needs to keep its plasmid to maintain adequate levels of the unstable antitoxin to neutralize the 

stable toxin. If the plasmid is lost, the toxin is free to kill the cell (23, 24). In the 1990s, studies 

focused on unicellular organisms with programmed cell death mechanisms mediated by the toxin-

antitoxin system (24). 

The most studied type II toxin‒antitoxin system involved in bacterial cell death is the 

chromosomally encoded mazEF module, in which mazF encodes the toxin and mazE the antitoxin 

(23, 25). When the system is activated, the ClpAP protease (in the case of Escherichia coli [E. 

coli]) degrades the MazE antitoxin (23). This results in the enrichment of the long-lived 

endoribonuclease toxin MazF, which kills the cell by cleaving its mRNA (26, 27). MazF 

preferentially cleaves single-stranded mRNA at the ACA sequence, causing massive blockage of 

protein synthesis (26, 27). Although multiple studies have suggested that MazF does not kill the 

cell but rather causes reversible growth inhibition (bacteriostasis) (28, 29), there is also evidence 

to suggest that mazF overproduction has a bactericidal effect (25). The latter finding led to the 

question of whether MazF acts as an executioner of the cell or an element downstream is involved 

in killing (17). This question was addressed by Shahar et al. through proteomic analysis of E. coli 
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cells. They showed that although MazF blocks protein synthesis, a subset of proteins synthesized 

after mazF induction, such as ClpP, SlyD, YfiD, and ElaC, may be responsible for cell death 

downstream of MazF (27). 

Another type II toxin‒antitoxin system regulating cell death with a different target is the 

epsilon/Zeta system (30, 31). It is encoded either in chromosomes or plasmids and consists of the 

Zeta toxin and Epsilon antitoxin  (30, 31). As in the MazEF system, the toxin, zeta, is more stable 

than the antitoxin, epsilon, because it is not continuously degraded (32, 33). An example of the 

regulation of cell death by the epsilon/zeta system is the chromosomally encoded pneumococcal 

pezAT operon (31). Interestingly, this system does not inhibit transcription or translation, as do 

most of the reported toxin-antitoxin systems (31). If the PezA antitoxin does neutralize the PezT 

toxin in any situation, the latter exerts its toxicity on cell wall synthesis, causing cell lysis (31).  

1.1.2. RecA protein 

When a bacterial cell is exposed to a DNA-damaging chemical agent, it upregulates its 

production of proteins to stop DNA replication and repair the damage, and to modulate metabolism 

to ensure minimal damage (34). These processes are encoded by a set of genes, named SOS 

response genes (34) that are under the regulatory control of the LexA repressor (34). Thus, LexA 

has to be released from the DNA to induce the SOS response, a process that depends on RecA 

protein (34, 35). The RecA protein is an essential component of the bacterial SOS response, and it 

is critical for triggering the response and upregulating many of the SOS genes (34, 36). RecA 

recombinase is usually inactive, but when there is DNA damage‒induced single-stranded DNA 

present, RecA detects it and turns into the active (RecA*) protease (34). Subsequently, the RecA* 

protease initiates LexA autocleavage, releasing it from DNA (34). It is well known that DNA 

damage triggers PCD in prokaryotes and eukaryotes (37–41). Thus, it is counterintuitive to think 

that RecA mediates cell death because its primary function is to repair DNA damage resulting from 

reactive oxygen species (ROS), which is a process that should promote survival. 
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Studies of E. coli indicate that extensive DNA damage can increase the RecA* to a toxic 

level, eventually causing cell death (38, 39). Increased RecA* activity derepresses extensive-

damage-induced (Edin) genes (38, 39). The upregulation of edin genes results in increased 

superoxide (O2
‒) production and subsequently, hydroxyl radical OH• in the presence of free Fe2+, 

through the Fenton chemistry (38). The increased ROS levels cause more DNA damage and 

continues the process of RecA* activation and induction of edin genes, causing even more DNA 

damage so that the cell dies (38). It was proposed that if the DNA damage is extensive and beyond 

repair, the RecA* triggers further DNA damage to kill the cell (38). Interestingly, RecA-mediated 

PCD was described as apoptosis-like death (ALD) because it had some of the hallmarks associated 

with eukaryotic apoptosis, including increased DNA damage, increased ROS levels, and membrane 

depolarization (38). 

1.1.3. Holin‒antiholin proteins 

Holins are a diverse group of small proteins. When they accumulate in the cytoplasm, they 

may oligomerize in the cytoplasmic membrane, forming holes and facilitating endolysin activation 

and delivery to the cell wall (42, 43). In their natural context, endolysins (e.g., murein hydrolase) 

and holins help bacteriophages to release virions into the extracellular milieu by destroying the 

bacterial cell (42, 43). Holins and holin-like proteins are found widely in bacteria, archaea, plants, 

and eukaryotes, where they serve different functions  (44).  

Staphylococcus aureus encodes the holin-like protein CidA and the antiholin-like protein 

LrgA. The CidA protein promotes cell death and lysis, and the LrgA protein counters the actions 

of CidA (18, 45–47). The CidA protein oligomerizes into the membrane in ways similar to the 

bacteriophage holins and increases the activity of murein hydrolase, thus inactivation of cidA 

decreases penicillin-induced lysis (48). It is worth noting that the eukaryotic Bax and Bcl-2 families 

of proteins function like bacterial holin and antiholin proteins, respectively. Bax can induce lysis 

in bacteria in a manner similar to that of bacterial holins (17, 49, 50). Bax causes oligomerization 
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of the mitochondrial membrane, leading to permeabilization of the membrane and triggering 

apoptosis (47, 49). 

1.1.4. Fratricide 

A common altruistic behavior across living organisms is fratricide (51). The common goal 

of this behavior is to benefit the population as a whole at the expense of a subpopulation of cells 

(51). In the bacterial world, altruistic behavior was documented to be necessary for various 

processes, and the death of a subpopulation of cells occurs at specific times, under specific 

conditions, and via a specific mediator (15, 52). Streptococcus penumoniae (53), E. coli (39), 

Enterococcus faecalis (54),and Bacillus subtilis (55) are organisms that can regulate fratricidal 

processes through the secretion of a molecule into the extracellular milieu that activates an intrinsic 

cell death mechanism, resulting mainly in cell lysis (54, 56–59). The two death signals, 

extracellular death factor (EDF) and competence-stimulating peptide (CSP), will be briefly 

discussed. 

EDF is a linear small peptide secreted into a supernatant when exponentially growing E. 

coli cells reach a density of ~107 to 108 (58). The peptide accumulates during the growth phase until 

it reaches a threshold at which a subpopulation of cells senses it as a death signal (58). Interestingly, 

EDF triggers death by activating the MazEF toxin‒antitoxin system and enhancing the 

endoribonuclease activity of MazF (57, 58). 

 CSP has been well studied in Streptococcus species as the key factor inducing cell lysis in 

a liquid medium (60). CSP is part of the competence operon comABCDE. As cell density increases, 

the comABCDE gene cluster is activated and the CSP is synthesized from comC. ComA and ComB 

process and export the peptide to the outer membrane (61, 62). The membrane-bound histidine 

kinase ComD senses the CSP and phosphorylates the response regulator ComE to activate the 

competence genes. Activation generates more CSP, and creates a positive feedback loop (63–65). 

ComE activates the ComX sigma factor, which also activates competence and competence-related 
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genes, as well as lysis-related genes (53, 65). The cell wall hydrolases LytA, LytC, and CbpD and 

the bacteriocin CipB participate in a complex overlapping function that drives the lysis of a 

subpopulation of cells (65, 66). 

1.1.5 ObgE* 

ObgE is a GTPase conserved in bacteria that plays a role in multiple cellular processes, including 

progression through the cell cycle checkpoints, response to stress, replication of DNA, and 

tolerance to antibiotics (67). ObgE is essential for E. coli cell viability, and hence, an error-prone 

PCR was used to generate multiple isoforms for the study of ObgE (67). Interestingly, the ObgEK268I 

isoform, which is denoted as ObgE*, mediated PCD in E. coli. Upon expression of ObgE*, dying 

cells exhibit hallmarks of apoptosis, including membrane blebbing, DNA fragmentation, and 

chromosome condensation (40, 68). Although it was reported that ObgE* induces the formation of 

ROS, scavenging ROS do not rescue ObgE*-mediated PCD, suggesting that another mechanism 

contributes to the loss of viability (40, 68). A later study found that ObgE* mediates PCD by an 

irreversible inhibition of cell division and induction of lysis (69, 70). It is worth mentioning that 

the ObgE homologues in humans, ObgH1 and ObgH2, can complement some of the bacterial ObgE 

functions when expressed in E. coli upon the loss of obgE expression (71). 

1.1.6. Proteases 

Intracellular proteases are conserved across all animal kingdoms. They are diverse in 

functions, components, and substrates, yet they share the same goal, which is protein degradation 

or cleavage irrespective of whether the protein is a native, misfolded, or aggregated (72–74). Thus, 

the proteolysis process is tightly regulated to orchestrate cellular processes and maintain protein 

quality control (75–77). The energy-dependent proteases (AAA+ proteases) have a catalytic core 

and an energy-dependent unfoldase; this group of proteases includes ClpCP, ClpXP, ClpAP, FtsH, 

and Lon (78). Their physiological roles have been extensively studied, and the findings suggest that 
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these proteases regulate metabolism, virulence, cell division, and responses to extracellular 

environmental stresses, including but not exclusive to oxidative stress, heat stress, and iron 

limitation (79–84). Recently, a few reports indicated that proteolysis can play a big part in the 

process of PCD. 

B. subtilis and other spore-forming microorganisms undergo morphological and 

physiological changes to start the sporulation process when they are challenged with various 

environmental stressors (85). Not all cells that enter the sporulation pathway finally form a healthy 

spore (86). Checkpoints maintain the quality of the spores (86). These processes are checked at the 

end by the ClpXP protease to ensure the accuracy of the process, prevent errors, and ensure that 

high-quality spores are made (86). Simply put, spore morphogenesis starts with a mother cell 

engulfing a newly formed progeny and preparing the forespore for the next steps of morphogenesis 

(87). Subsequently, two cell envelopes are formed around the daughter cell, and multiple layers of 

more than 70 proteins and a specialized peptidoglycan form a coat and a cortex (87). When these 

layers are properly formed, the mother cell lyses and the newly formed spore  is released into the 

environment (87). Coat morphogenesis is critical step in sporulation, and the process has to be 

flawless because any defect in coat formation will subsequently cause a defect in spore resistance 

to external environmental stresses (88). Coat morphogenesis starts with localization of SpoVM to 

the forespore membrane surface (daughter spore) of the structural protein SpoIVA, which acts as 

an essential scaffold (88). The structural protein SpoIVA is a substrate for ClpXP degradation with 

the help of the adaptor protein CmpA, which is produced by the mother cell during morphogenesis 

(88). Degradation of CmpA by ClpXP is triggered to abort the sporulation process if there is a 

defect in the forespore coat formation, and lysis is the fate of any defective sporulating cells (89). 

Thus, the mother B. subtilis cell ensures the quality of sporulating daughter cell through ClpXP-

mediated cell death mechanism, which eliminates defective cells by destabilizing the forespore as 

a result of  SpoIVA degradation (88). 
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Other PCD mechanisms also suggest different roles for the ATP-dependent ClpP protease 

in mediating or regulating bacterial cell death. As described in section 1.1, MazF-induced cell death 

occurs when the MazE antitoxin level drops inside the cell. The degradation of the MazE antitoxin 

is dependent on the ATP-dependent protease ClpAP in E. coli. It was suggested that MazF triggers 

the synthesis of death-specific genes, and one of those identified death proteins was ClpP (27). A 

very elegant study by Daniel et al (2012) described how bactericidal antibiotics induced apoptosis-

like cell death in E. coli. Dying cells that had been exposed to antibiotics exhibited hallmarks of 

eukaryotic PCD, including DNA condensation and fragmentation, ROS, and membrane 

depolarization (90). These apoptotic phenotypes were triggered by RecA, which the researcher 

described as having caspase activity, a process that involves regulation by the ClpXP protease (90). 

In Streptomyces species, multiple forms of PCD were described during developmental cycles (91), 

and proteomic analysis indicated that the regulation of macromolecules by AAA+ ATPase and the 

20S bacterial proteasome was involved in the PCD process (92). Collectively, these studies have 

demonstrated a strong correlation between bacterial cell death and the ATP-dependent intracellular 

proteases in an energy-dependent process similar to apoptosis in eukaryotes (93, 94). 

1.2. Benefits of cell death to bacteria 

1.2.1. Biofilm development 

Bacteria can stick together to form an aggregate of bacterial cells that can enclose a 

complex bacterial system (95, 96). The process of biofilm development requires multiple stages 

before a fully mature biofilm is generated (95–97). When a planktonic cell attaches to a surface and 

starts multiplying, crosstalk begins between individual cells so they can work as a community (95–

98). The crosstalk enables cells to form multiple networks and regulatory mechanisms to regulate 

biofilm development (95–98). Biofilms are composed of proteins, extracellular DNA (eDNA), and 

polysaccharide, which form an extracellular matrix (ECM) by which cells stick together and are 
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protected from multiple environmental insults, including extreme pH, antimicrobial compounds, 

toxic chemicals, and host immune effectors (95–98). Thus, this type of bacterial lifestyle is 

commonly present in environments where conditions are mostly harsh and stressful (95–98). 

 In general, biofilm development starts with a phase of attachment and multiplication, 

followed by a maturation phase, and finally a detachment or dispersal phase, which initiates 

attachment at a new site and starts the cycle again (97). Cell death has been reported to be an 

essential process during the attachment and maturation stages of biofilm development, where a 

subpopulation of cells dies and releases DNA and proteins that function as a biofilm scaffold and 

nutrient supply for siblings (49, 99–101). Thus, treating biofilms with DNAse or proteases (e.g., 

proteinase K) can either destabilize a mature biofilm or inhibit its establishment and formation (47, 

102, 103). Additionally, inactivation or modulation of cell death mechanisms during biofilm 

development perturbs biofilm formation, affecting one or more of the developmental stages (98, 

104–106). 

 Multiple cell death mechanisms discussed earlier in this chapter play significant roles in 

shaping biofilms. The proper biofilm development process of S. aureus requires holin antiholin‒

mediated cell death to release eDNA (47). Additionally, CSP-mediated cell lysis in Streptococcus 

mutans was shown to contribute to biofilm development, as well (104), and the most studied toxin‒

antitoxin system, MazEF, also has multiple roles in biofilm development in multiple organisms 

(107, 108). 

1.2.2. Protection against bacteriophage infection 

Viruses are known causative agents of diseases in human, animals, and plants. All of these 

living organisms have innate or adaptive immune systems, or both, that can fight viral infections 

(109). Bacteria have developed multiple strategies to combat bacteriophage infection, including 

restriction modification, the CRISPR-Cas system, and abortive infection systems in addition to 

mechanisms that block phage attachment or injection of the phage genome (110–112). An abortive 
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infection system is considered a suicide mechanism that an infected cell undergoes to prevent the 

phage replication cycle, and it is likely to be activated only when other defense systems collapse 

(113). Thus, this immune strategy prevents the spread of bacteriophage infection to the population, 

protecting the community from predators when a single cell cannot fight a phage infection. 

Although some abortive infection systems cause stasis, the prolonged inhibition of protein 

synthesis or degradation of the host RNA can lead to cell death (111, 113, 114). Bacteriophage-

infected bacterial cells can commit suicide through multiple mechanisms that primarily disrupt the 

cells’ inner membrane, cause abortive lysis, or degrade the genomic DNA (113). Membrane 

depolarization is mediated by the RexA/RexB system, in which RexA senses that the replication of 

the phage genome is occurring. It forms a protein‒DNA complex that localizes to the membrane to 

activate RexB and form holes in the inner membrane (115). These events disrupt the membrane 

potential and Lysis is triggered after induction of the abiz gene (115). Abiz cooperates with the 

phage in creating holes and causes premature lysis and the release of noninfectious viral particles 

(115). Degradation of the host DNA occurs in a complex system mediated by the Nuc DNA 

nuclease, which is activated by several components from the CBASS system (cyclic 

oligonucleotide-based antiphage signaling system) as it detects phage infection (110, 116). The 

type II and type III toxin‒antitoxin systems, MazEF and ToxIN, respectively, have been shown to 

mediate abortive infection through the degradation of the host mRNA that is blocking protein 

synthesis (114, 117). Another mechanism that inhibits protein synthesis is mediated by the 

anticodon nuclease, PrrC, which cleaves lysine transfer RNA (t-RNA), causing the depletion of the 

lysine t-RNA and eventually its dormancy and death (118). 

1.2.3. Pathogenesis 

The release of virulence factors is essential for microorganisms to invade a host and win 

the battle against the host’s immune system. Toxins are well-characterized virulence factors that 

are usually secreted into the surrounding environment during infection to help during disease 
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progression (42, 119–121). S. pneumoniae is gram-positive bacteria that releases pneumolysin, a 

pore-forming toxin that causes DNA damage and the lysis of host cells (122). Interestingly, S. 

pneumoniae does not have a mechanism for releasing the toxin into the external environment 

because no signal peptide has been identified in the toxin (123, 124). Thus, one mechanism by 

which S. pneumoniae releases pneumolysin is by a self-lysis mechanism that is mediated by the 

LytA autolysin (125). LytA degrades the cell wall by cleaving the amide bond connecting the stem 

peptides and N-acetylmuramic acid residues causing hydrolysis of the peptidoglycan (126). LytA 

is an enzyme that is usually inactive in the cytoplasm when cells are not present at a high density. 

When the cells do reach a high density during the stationary phase, LytA localizes to the cell wall 

to hydrolyze peptidoglycan (126). Clearly, the lysis-dependent release of pneumolysin is important 

during infection because the inactivation of the pneumolysin-encoded gene, ply, generates a less 

virulent S. pneumoniae strain in vivo (125). It is unclear how only a subpopulation of cells 

undergoes lysis, but the pneumococcal PezAT toxin‒antitoxin system has been proposed as playing 

a role in regulating the selective lysis of a subset of cells (31). Another pneumococcal suicidal gene 

called SpxB, which encodes pyruvate oxidase, kills stationary-phase cells by generating hydrogen 

peroxide (H2O2) independent of LytA  (127). The SpxB-mediated cell death exhibits apoptotic 

hallmarks and is advantageous for in vivo colonization (127). 

Other virulence factors that must be released by lysis are the Clostridium difficile toxins 

TcdA and TcdB, because both lack a signal peptide similar to pneumolysin (121, 128). TcdA and 

TcdB are potent toxins that inactivate multiple signaling pathways by glycosylating the Rho 

GTPases, which are important for the regulation of the actin cytoskeleton (129). Consequently, 

affected cells undergo apoptosis as a result of membrane blebbing (129). These toxins are released 

when the TcdE holin-like protein localizes to the membrane to induce lysis (121, 128). In a model 

of Pseudomonas aeruginosa infection in the lung, a PCD-like mechanism is necessary for 

successful host colonization (130). Lysis of a subset of cells was induced because of DNA damage 
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that is sensed by an AlpR repressor. Subsequently, AlpR undergoes autocleavage to activate 

(derepress) the expression of a holin-like lysis mechanism (130). 

1.2.4. Survival and environmental stressors 

Bacterial communities rely on the actions of individual cells to survive and thrive in various 

harsh environments (30). Thus, a division of labor is an important strategy for successful 

collaboration in a bacterial community; every designated subpopulation of cells performs a specific 

task to achieve the complex conditions of multicellularity (131, 132). During amino acid starvation 

or antibiotic stress, the death of a subpopulation of cells is critical for the public good of the 

bacterial community (siblings); it alleviates stress or kills extremely damaged cells when repairing 

them would be too costly for the broad population (16, 133, 134). Antibiotics, DNA-damaging 

chemicals, an immune response, oxidative stress, and acidic stress trigger cell death in bacteria by 

activating various cell death mechanisms described earlier, such as the MazEF toxin‒antitoxin, 

RecA, and CidA‒LrgA holin‒antiholin systems (16, 38, 56, 63, 90, 105). 

Antibiotics used at bactericidal concentrations usually kill more than 99% of the 

population. However, a small fraction of cells that are genetically identical to the dead cells survive 

even though they are just as sensitive as the dead cells when they are regrown in the presence of 

the same antibiotic (135). These surviving cells are called persisters, and it has been suggested that 

PCD mechanisms and the formation of persisters are connected (136). Thus, this is an important 

clinically relevant mechanism may be used as a therapeutic target where a PCD mechanism can be 

activated to kill persisters (5, 8, 30, 137). Although it is counterintuitive or counterproductive to 

propose such altruistic traits during environmental stressors, understanding the positive outcomes 

of and advantages for the surviving population should help us appreciate the complexity of bacterial 

multicellularity. 
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1.2.5. Genetic exchange 

Exchanging genetic material is extremely common in bacteria (138). Horizontal gene 

transfer enhances the acquisition of new traits, such as antibiotic resistance or virulence factors 

(139). Thoroughly studied mechanisms that mediate gene transfer include conjugation, 

transformation, and transduction (139). Genetic transformation is very common within the same 

bacterial species, where “naked DNA” is taken from the environment and is incorporated into the 

genome of the recipient strain (140). 

Naked free DNA fragments are primarily released into the environment when cells undergo 

lysis, and thus, efficient genetic transformation requires the death of a subpopulation of cells within 

the bacterial community to serve as donor cells (140). This phenomenon is well characterized in 

Streptococcus species. Achieving a state of competence requires multiple factors, which are 

primarily triggered by the CSP (see section 1.1.4). As explained before, the competence and 

exchange of genetic material in Streptococcus depend on the lysis of a subpopulation of cells that 

is achieved by activation of the autolysin LytA through ComABCDE quorum sensing and the 

competence system (8, 63, 141). Interestingly, a sub-MIC concentration of some antibiotics, 

including the protein synthesis inhibitors kanamycin and streptomycin and the fluoroquinolones 

norfloxacin and moxifloxacin, induces the competence system of S. pneumoniae (142). This 

observation indicates a strategy by which Streptococcus species developed to share antibiotic 

resistance markers and virulence factors when treated with antibiotics, a process that occurs 

frequently in vivo during infections when the right conditions are met (143). Recently, competence 

inhibitor compounds (COM-blockers) were developed to combat the spread of antibiotic resistance 

that is mediated through genetic transformation (144). Mechanistically, COM-blockers inhibit the 

release of the CSP, blocking the competence signal that activates the system; an in vivo model of 

murine infection treated with COM-blockers had a decreased efficiency of horizontal gene transfer 

(144). Thus, it is not surprising to see multiple reports indicating an exchange of antibiotic markers 

within biofilms, where regulated cell death processes are widely reported (145–147). The exchange 



14 

 

of genetic material strengthens the advantage of having PCD to release genomic DNA into the 

biofilm to facilitate horizontal gene transfer (145–147). 

1.2.6. Sporulation 

Multiple regulated cell death mechanisms have been identified in B. subtilis to be part of 

the sporulation process (86). All of these processes contribute to the survival of the bacterial 

community and the quality of the surviving population (30, 86, 89, 148–150). As B. subtilis 

experiences famine because of the lack of an essential nutrient, including carbon, nitrogen, and 

phosphorous, the spore morphogenesis process starts (85, 151). At early stages of the process, 

cannibalism has been shown to play a significant role in the death of a subpopulation of cells (148). 

Toxins named sporulation delaying factor (SDF) and sporulation killing factor (SKF) are released 

into the environment by a subset of cells to trigger lysis in siblings and release nutrients that 

sporulating cells will utilize during starvation (148). The master regulator of sporulation, Spo0A, 

activates the transcription of SDF, SKF, and the necessary immunity factors that can protect a 

sporulating cell from the toxins (148). 

The second cell death process occurs during the last steps of morphogenesis, where cells 

are committed to sporulation and become mature spores (86). One cell death process occurs during 

morphogenesis, as described in section 1.1.6. It has a checkpoint step that ensures the proper 

formation and assembly of the spore cell envelope, where ClpXP-mediated cell death is activated 

to eliminate unfit or defective spores from the population (89). After passing the quality checkpoint, 

the last death process involves the lysis of the mother cell to release the mature endospore to the 

environment; this is a self-lysis process mediated by two peptidoglycan hydrolases, LytC and CwlC 

(89). Clearly, spore morphogenesis is controlled by multiple cell death mechanisms at different 

stages serving different purposes, and the death of a subpopulation of cells is meant to enhance the 

survival of the fit sporulating bacterial community. 
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2. Cell death in Staphylococcus aureus 

S. aureus is a gram-positive facultative pathogen that colonizes 28% to 32% of healthy 

individuals. It occurs primarily in the nares in 60% to 80% of humans who test positive for it (152–

154). It is also isolated from the skin, intestine, and groin (155, 156). A growing number of studies 

indicate that S. aureus is spreading to animals (157). Fifty percent to 80% of infections are caused 

by the same strains colonizing the host asymptomatically, suggesting an increasing risk of infection 

carriers and the opportunistic behavior of the pathogen (155). S. aureus is one of the most successful 

human pathogens, and it causes a wide range of infections, including bacteremia, skin and soft 

tissue infections, infective endocarditis, and osteomyelitis (154). The numbers of S. aureus 

infections have increased dramatically since the pathogen’s identification in 1880 by Alexander 

Ogston (158). It was estimated that more than one million cases occurred in the United States in 

2005 (153). Thus, it is not surprising that it an arsenal of virulence factors and multiple strategies 

to survive harsh conditions and combat the immune response (159). 

S. aureus secretes multiple virulence factors that help to attack host cells, acquire nutrients, 

and evade immune responses (160–163). Panton‒Valentine leukocidin (PVL), alpha-hemolysin, 

and delta-hemolysin are pore-forming secreted toxins that target host cells, such as neutrophils, 

macrophages, and erythrocytes. They cause lysis as a result of a compromised membrane (160, 

164). Additionally, S. aureus secretes multiple proteases that contribute to nutrient degradation and 

acquisition, biofilm formation, and dissemination (165–167). These proteases include the cysteine 

proteases ScpA and SspB, the serine proteases SplA to SplF and SspA, and the metalloprotease 

Aur (168–170). Essential metals, such as iron and zinc, are also scavenged from the environment 

with siderophores and metallophores, and they play a significant role in battling nutritional 

immunity (171–173). Toxins and proteases are not the only major factors that make S. aureus a 

successful pathogen. It also has 16 two-component regulatory systems that help it sense sudden 

changes in the external environment so it can orchestrate virulence production and metabolism 
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(162, 174–176). ROS detoxifying enzymes, surface proteins, and clumping factors and antibiotic 

resistance are critical factors that enhance S. aureus pathogenesis (177, 178). 

S. aureus is very well known to form biofilms on indwelling medical devices, such as 

catheters, implanted heart valves, and prosthetic joints (98). These biofilm infections are extremely 

hard to treat. They are known to be resistant to antibiotics primarily because they contain 

heterogeneous populations of growing and nongrowing cells; the latter population is known to be 

more resistant (179). One factor contributing to the increased resistance to antibiotics is a decreased 

flow or penetration of antibiotics within a biofilm (180–182). Thus, S. aureus infections associated 

with biofilms are usually chronic, threatening the health of individuals undergoing implantation 

surgery and increasing the costs of treatment; implant replacement may be the only option (183, 

184). Multiple studies have indicated heterogeneity, stochasticity, and multicellularity in these 

biofilms, suggesting a high degree of complexity within the bacterial community; part of the 

complexity includes the death of subpopulations of cells at specific sites during biofilm 

development (98, 101, 185). As described in sections 1.1.3 and 1.2.1, the discovery of the cell death 

operon, cidABC and lrgAB, have increased our understanding of the cell death process in S. aureus 

within biofilms and planktonic cultures (18, 46, 47, 49, 103, 186). 

2.1 Cell death of S. aureus during biofilm development 

Multiple studies indicate that S. aureus biofilm undergoes multiple phases or stages during 

development (185). Using the BioFlux system, which is a microfluidic system attached to a 

microscope with a high-resolution camera, it was possible to study the development of the S. aureus 

biofilm in real time; interesting behavior was revealed showing that the S. aureus biofilm undergoes 

distinct developmental phases (101). We know that the S. aureus biofilm [1] starts with the 

attachment of free-floating cells to biotic or abiotic surfaces and then goes through stages of [2] 

multiplication, [3] exodus [4] maturation, and [5] dispersion (103). 
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The attachment of S. aureus in vivo to surfaces covered with host matrix proteins depends 

on whether the microbial surface components recognize the adhesive matrix molecules 

(MSCRAMMs); more than 20 proteins have been identified as having an LPXTG motif that is 

known to be anchored to cell wall peptidoglycan (187). Additionally, autolysin, teichoic acid, and 

lipase play significant roles in the adhesion of S. aureus to implants in vivo (96, 184, 185). 

However, in vitro biofilm studies showed that S. aureus can attach to plastic surfaces very well by 

relying on hydrophobic and electrostatic interactions (98). Therefore, the MCRAMMs and other 

factors may have negligible roles in in vitro settings lacking host proteins (98, 103). 

After establishing a biofilm through attachment, the ECM starts to accumulate, causing 

cells to form aggregates. It has been suggested that the ECM at this stage is composed primarily of 

secreted proteins (188). The contributions of polysaccharide intercellular adhesin (PIA) at this 

initial stage may vary; the regulation of the ica locus differs among strains and growth conditions 

(189, 190). As cells multiply and the biomass increases, the lysis of subpopulations of cells releases 

eDNA and cytoplasmic proteins to help in forming the biofilm scaffold (99, 100, 191). Cell death 

and lysis are crucial at this step for releasing these macromolecules because blocking the cell death 

pathway mediated by CidA dramatically decreases the eDNA in the biofilm and disrupts the 

formation of a tower, which is seen during normal biofilm development (99). A study using S. 

aureus cells expressing the cid::gfp reporter in the BioFlux system showed that during biofilm 

development, cells that expressed cid were correlated or co-localized with dead cells; this indicated 

that the cid locus contributed to cell death and lysis of the S. aureus biofilm (103). At the end of 

the attachment and multiplication stages, aggregated cells in the biofilm matrix are composed of 

proteins and genomic eDNA, and the matrix is then disrupted by nuclease to start the exodus phase 

(98). 

The exodus phase occurs when a dedicated subpopulation of cells expresses and secretes 

nuclease into the biofilm environment to degrade the eDNA (103), a process that is tightly regulated 

by the Sae two-component system through controlling nuc (nuclease) expression stochastically 
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(192). This event results in partial disruption of the biofilm and a decrease in the biofilm biomass 

and sets the stage for maturation (98, 103). During maturation, the cells continue to multiply and 

the ECM grows, leading to the formation of mature towers in which channels form to facilitate 

nutrient exchange within the biofilm (98, 103, 185). Lastly, dispersion or detachment occurs when 

the shear stress increases or the Agr two-component system is activated (185). The Agr two-

component regulatory system is a typical quorum-sensing system that senses the extracellular 

autoinducing peptide (AIP) (193). As the cell density increases during maturation, the AIP reaches 

a threshold at which the expression of agr-dependent genes can take place (193). The genes secrete 

proteases, which are known to degrade the proteinaceous component of the ECM, and phenol 

soluble modulin (psm), which forms pores in the biofilm (98, 185). This step is crucial for the 

bacterial community to disseminate and establish new biofilms at different sites (194). 

Under anaerobic growth conditions, S. aureus can grow either by anaerobic respiration 

(using nitrate as a terminal electron acceptor) or by fermentation (195, 196). Regulation of S. aureus 

anaerobic growth is controlled mainly by the SrrAB two-component system (197). Under anaerobic 

conditions, this system senses reductions in menaquinone in the electron transport chain and causes 

phosphorylation of the SrrA response regulator to activate genes required for anaerobic growth 

(197). Although SrrAB is necessary for growth under hypoxic conditions, it also regulates cell lysis 

and biofilm formation during anaerobic growth. Mashruwala et al showed that hypoxia induces a 

robust biofilm during fermentative growth and that eDNA is an integral component of the biofilm 

matrix (198). The high-molecular-weight eDNA is a result of murein hydrolase AtlA‒induced lysis, 

which is transcriptionally upregulated because of decreased respiration. AtlA-induced cell lysis is 

regulated by SrrAB when it senses the presence of an increased pool of reduced menaquinone, 

suggesting that biofilm formation under hypoxic conditions requires a programmed cell lysis 

mechanism regulated by SrrAB (198). 
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2.2 Cell death of S. aureus during the stationary phase 

A typical bacterial growth pattern starts with a lag phase, followed by a phase of 

exponential growth and, finally, a stationary phase (199). During the lag phase, bacterial cells start 

adjusting to their new nutrient-rich environment (199, 200). These metabolically active cells initiate 

two cellular processes before entering the exponential phase of growth, where cells are rapidly 

dividing and the biomass increases  (199). As an essential nutrient is depleted in the medium or the 

bacteria experience an environmental insult, cells cease to grow and prepare to enter the stationary 

phase (201). 

The stationary phase has recently been divided into three phases, [1] stationary phase, [2] 

death phase, and [3] long-term stationary phase (202). In the stationary phase, death occurs in two 

stages (202, 203). The first is a rapid loss of viability during the early stationary phase, and the 

second is during a slow, long-term stationary phase, which can take up to 5 years in standard 

laboratory conditions without replenishing medium (203). The rapid cell death is considered an 

altruistic event in which nutrient depletion triggers the cell death mechanism (suicidal mechanism) 

in a subpopulation of cells for the public good so that siblings can survive famine (202). 

The S. aureus stationary phase of growth has been investigated in multiple studies so that 

investigators can understand factors that contribute to stationary phase survival. (204–210). The 

cidABC regulon we described earlier in this chapter contributes to death during the stationary phase 

through the holin-like protein CidA. Here we will briefly discuss how cidABC metabolically drives 

death in the stationary phase (18, 205). Under aerobic growth conditions with glucose 

supplementation (35 mM glucose), glucose is metabolized into acetate, which accumulates in the 

medium and decreases its pH (186). Acetate induces the expression of cidABC, subsequently 

increasing the murein hydrolase activity (186). Thereby, the cidABC operon controls cell viability 

in the stationary phase through acetate-mediated killing by CidC and murein hydrolase‒mediated 

lysis triggered by CidA (205). 
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The mechanism of stationary phase death mediated by CidC is triggered when acetate 

accumulates in the growth medium and causes a decrease in the medium’s pH so that the pH is 

nearly the same as the pKa of acetic acid, which is about 4.8 (105, 205). At this level of medium 

acidification, most of the ionic form of the acetate becomes protonated and can freely diffuse 

through the bacterial membrane into the cytoplasm, where protons are released and cause 

cytoplasmic acidification (105). Interestingly, acetate-mediated cell death has exhibited multiple 

physiological hallmarks of prokaryotic apoptosis, including the presence of ROS, DNA damage, 

and reduced cellular respiration, suggesting that CidC activity promotes PCD in S. aureus as in 

eukaryotes (105). 

The regulation of stationary phase cell death during aerobic growth in S. aureus involves 

multiple players, including CidA, CidB, CidC, CidR, and AlsSD (105, 205, 211, 212). The CidC 

(pyruvate:menaquinone oxidoreductase) and AlsSD (a-acetolactate synthetase/decarboxylase) 

activities counteract each other because they compete on the same substrate, pyruvate, for 

conversion either to acetate (pro-death factor), in the case of CidC, or to acetoin, a more neutral 

metabolite (prosurvival factor), in the case of AlsSD (105). During overflow metabolism, the LysR-

type transcription regulator, CidR, activates the transcription of cidABC and alsSD to regulate cell 

death (212). Interestingly, CidA and CidB are known to be membrane-associated proteins, but the 

mechanism by which they affect stationary phase cell death by modulating levels of acetoin and 

acetate is not known (212). It has been suggested that CidB increases CidC activity, leading to the 

production of additional acetate and decreasing the production of acetoin, whereas CidA decreases 

CidC activity, redirecting the carbon flux toward the AlsSD pathway to generate acetoin. 

Collectively, stationary phase cell death is driven by CidC and CidB (pro-death factors) and 

opposed by AlsSD, CidA, and CidR (prosurvival factors) (212). CidB can also promote stationary 

phase cell death through ROS generation (211), which is known to affect stationary phase survival 

under the same tested conditions (105). 
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It is evident that acetate promotes PCD in various organisms. Saccharomyces cerevisiae, 

which is a unicellular yeast, undergoes PCD when exposed to acetic acid, and the dead cells exhibit 

PCD hallmarks similar to those of eukaryotic PCD (213). Acetic acid also potentiates apoptosis, 

but not necrosis, in colorectal carcinoma cells, suggesting that acetic acid induces an active cell 

death process (214). In these cells, caspases are activated in response to acetic acid stress. Clearly, 

acetate and ROS are the major factors by which the cidABC operon mediates stationary 

phase cell death under conditions of excess glucose (105, 211). However, the molecular 

mechanism by which acetate triggers cell death and the advantages of having such an 

altruistic suicidal trait in the bacterial population are unknown. The aim of the studies 

described in this dissertation is to explore the molecular events responsible for cell death in 

S. aureus and to add to our understanding of PCD in S. aureus. 
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 Chapter 2: Materials and methods 

2.1. Genetic manipulation 

The strains and plasmids used in this study are listed in Table 1 and Table 2, respectively. 

We complemented clpXI265E chromosomally with the full-length clpX under the control of its native 

promoter by phage transduction of the SaPI and integration of the plasmid pAQ21, as described 

previously (215). 

To construct the clpXE188Q variant using site-directed mutagenesis, the clpX gene harboring 

its native promoter was amplified using the primers listed in Table 3 with an NEB Q5 high-fidelity 

polymerase from genomic DNA. PCR fragments were resolved on agarose gel, and a pure PCR 

product was extracted using a DNA gel extraction kit (Thermo Fisher Scientific, USA). Briefly, 

the two clpX fragments were assembled into the PCR-amplified pJC1111 SAPI integrative vector 

using an NEBuilder HiFi DNA assembly cloning kit (New England Biolabs, Inc., Ipswich, MA, 

USA), generating a pAQ22 plasmid. Then the constructed plasmid was electroporated into E. coli 

E10B and plated on LB agar containing 100 µg/mL ampicillin for selection. The constructed 

plasmid was extracted using a Wizard plus SV Minipreps DNA Purification System (Promega, 

Madison, WI, USA) from E10B grown in LB for 14 to 15 hours with the appropriate antibiotic 

(100 µg/mL ampicillin); it was then electroporated into the RN4220-containing site-specific SaPI 

integrase (RN9011) and plated on tryptic soy agar (TSA) plates containing 0.1 mM CdCl2. The 

ClpXE188Q variant was transduced into the clpX null mutant using ϕ11 phage and plated on 0.1 mM 

CdCl2 for selection. The clpX::clpXE188Q variant was amplified from genomic DNA and sequenced 

at the University of Nebraska Medical Center sequencing facility to confirm the point mutation. As 

described above, complementation of the clpX null mutant was accomplished using the primers 

listed in Table 3, and the construct was integrated into the SAPI site of the clpX mutant. 

To construct the trxB overexpression vector (controlled by sarA-P1), the trxB gene and 

pCM29 vector were amplified by PCR, purified with gel extraction, and assembled with the 
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NEBuilder HiFi DNA Assembly cloning kit to generate pAQ24. The constructed plasmid was 

extracted as described above and then electroporated into the S. aureus RN 4220 intermediate 

strain. Finally, the pAQ24 was phage transduced into JE2 using ϕ11, and selection was performed 

in TSA containing 10 µg/mL chloramphenicol. 

To generate the ∆spx markerless deletion, we first used PCR amplification for the trxB with 

sarA-P1 from pAQ24 cloned into pJC1111 to generate pAQ69. Using the same steps described 

earlier, the plasmid was electroporated into E. coli (Luria‒Bertani‒ampicillin [LB Amp] 100 

µg/mL for selection), then electroporated into S. aureus RN9011, and finally transduced into JE2 

(0.1 mM CdCl2 for selection). A size of 1 kb of the up and down arms of the spx was amplified by 

PCR and cloned into the pJB38 allelic exchange vector to generate the pAQ5 plasmid. The plasmid 

was extracted as described, electroporated into S. aureus RN4220, and then phage transduced into 

JE2::pAQ69. Plates were grown at 30°C on TSA containing 10 µg/mL of chloramphenicol to 

maintain plasmid replication. The allelic exchange process started with the streaking of 

JE2::pAQ69 on TSA (5 µg/mL of chloramphenicol) and incubated at 43.5°C to force plasmid 

integration into the chromosome, generating a single recombinant. The single recombinant was 

regrown in TSB with shaking at 30°C. After three rounds of reinoculation with a 1:3000 dilution, 

the culture was serially diluted on TSA containing 100 ng/mL anhydrous tetracycline and incubated 

at 30°C. Visible colonies (tiny in the case of the spx mutant) were patched on TSA, TSA containing 

10 µg/mL chloramphenicol, and TSA containing 1 mM diamide to enhance the selection. The ∆spx 

was finally confirmed using the PCR. Complementation of the JE2::pAQ69 ∆spx mutant was 

performed using the low-copy, highly stable plasmid pAQ75. This plasmid was generated by 

cloning the spx with its native promoter into the pKK22 vector. As described above, pAQ75 was 

electroporated into E. coli E10B (LB Amp100 µg/mL), then electroporated into S. aureus RN4220 

(trimethoprim 10 µg/mL), and finally phage transduced into JE2::pAQ69∆spx. All primers used 

here are listed in Table 3. 
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The spxC10A variant was also generated through allelic exchange using pAQ25. Using site-

directed mutagenesis, a 2-kb fragment of spx containing a single nucleotide change was amplified 

by PCR and cloned into pJB38. The downstream steps of cloning, allelic exchange, and sequencing 

were performed as described earlier. The spxC10A variant in the clpP mutant background was 

chromosomally complemented with pAQ26, which is pJC1111 containing the wild-type spx driven 

by a native promoter. All primers used are listed in Table 3. 

To construct the ClpP-resistant Spx, SpxDDD, and Spx∆C-HA, we used site-directed 

mutagenesis with the primers listed in Table 3. PCR fragments of spxDDD and spx∆C-HA were 

cloned into pKK22 and pJC1111, generating pAQ10 and pAQ20, respectively. Extracted plasmids 

were processed accordingly; pAQ10 was electroporated into S. aureus RN4220 (TSA with 

trimethoprim 10 µg/mL used for selection), whereas pAQ20 was electroporated into S. aureus 

RN9011 (selection was performed on TSA 0.1 mM CdCl2). Primers are listed in Table 3. 

All growth steps after electroporation or transduction were performed aerobically at 37°C 

with the appropriate antibiotic, except for specific steps during allelic exchange as described. 

2.2. Strains and growth conditions 

The S. aureus strain JE2 and its isogenic mutants used in this study were obtained from the 

Nebraska Transposon Mutant Library (216) and are listed in Table 1, except for clpX and clpXI265E 

(217). Transposon mutants were retransduced into JE2 using ϕ11, and TSA plates containing 5 

µg/mL erythromycin were used for selection (215, 216). After retransduction, all transposon 

mutants were confirmed by PCR using the gene-specific primers listed in Table 3. 

To assess stationary phase viability, bacteria were grown aerobically from an initial OD600 

of 0.06, with agitation at 245 round per minute (rpm) at 37°C in TSB (Difco Laboratories, MI, 

USA) using a 10:1 (fask:volume) ratio. The TSB was supplemented with 45 mM glucose, either 

unbuffered or buffered to pH 7.3 with 100 mM 3-(N-morpholino) propanesulfonic acid, 4-

morpholinepropanesulfonic acid (MOPS). Cell viability was monitored by subjecting bacterial 
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cells to serial dilution with 0.9% saline, followed by plating on TSA plates. Plates were then 

incubated aerobically at 37°C for at least 24 hours before the bacterial colonies were counted; the 

limit of detection was 10 colony forming units per mL (cfu/mL). To perform experiments involving 

the cross-substitution of cell-free media, 24-hour-old cultures from the wild-type strain and clpP 

mutant grown as described above were centrifuged at 4100 x g for 10 min in 50-mL conical tubes 

to obtain pellets of the bacterial cells. Culture supernatants were filtered using 0.2-µm filters 

(Sartorius, Goettingen, Germany) and cross-substituted into bacterial cell pellets that were washed 

with 0.9% saline. The pellets were resuspended in the corresponding supernatant, and the stationary 

phase viability was assessed by counting the colony-forming units per milliliter in serially diluted 

cultures. Growth curves were performed in 250-mL flasks with a 1:10 ratio in TSB 

(MilliporeSigma, Burlington, MA, USA) aerobically with shaking at 245 rpm at 37°C. Diamide 

was prepared in Dimethyl sulfoxide (DMSO) at a concentration of 1 M and added at the time of 

inoculation to a final concentration of 3 mM. 

To assess survival following the antibiotic challenge, overnight bacterial cultures were 

inoculated in 25 mL of TSB supplemented with 14 mM glucose in a 250-mL flask to a final OD600 

of 0.06, and cultures were grown at 37°C with shaking at 245 rpm. At 5.5 hours of growth, the 

colony-forming units were counted as described above (Time 0) and cultures were challenged with 

chloramphenicol 400 µg/mL, tetracycline 25 µg/mL, trimethoprim 12.5 µg/mL, kanamycin 87.5 

µg/mL, erythromycin 200 µg/mL, vancomycin 50 µg/mL, oxacillin 25 µg/mL, or gentamycin 25 

µg/mL. Aliquots containing 200 µL of antibiotic-challenged cultures were collected and 

centrifuged at 16,000 x g, and the pellet was washed by resuspending it in 1 mL of 0.9% saline. 

After two rounds of thorough washing, the pellets were resuspended in 200 µL of saline, and then 

they were serially diluted and plated on TSA as described above so the survivors could be counted 

(218).. 
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2.3. Protein aggregation 

Bacterial cells were grown aerobically in 120 mL of TSB-45 mM glucose with and without MOPS, 

as previously described for the survival assay. At the specified time points, 5 to 10 mL of the 

bacterial culture was collected for the isolation of the protein aggregates. The aggregates were 

isolated from bacterial cells as described by Engman et al. with minor modifications (219). 

Bacterial cultures were centrifuged at 4000 x g for 10 min, and the cell pellets were washed twice 

with 1X phosphate-buffered saline (PBS) before storage at –80°C. On the day of the experiment, 

cells were resuspended in 1 mL of cold 50-mM potassium phosphate buffer at pH 7. Cells were 

disrupted by shaking with glass beads for four cycles at 4°C with 5-second intervals. Each cycle 

was programmed for 23 seconds at 6100 rpm in a Precellys Evolution Homogenizer (Bertin 

Technologies, Montigny-le-Bretonneux, France). Glass beads were pelleted by centrifugation at 

200 x g for 10 min. The protein concentration of the crude extract was determined using the 

Bradford protein assay according to the manufacturer’s instructions (Bio-Rad, Hercules, CA, 

USA). The crude extract containing 250 µg of total protein was transferred into a 1.7-mL Eppendorf 

tube and centrifuged at 21,000 x g for 40 min at 4°C. The pellet was resuspended in buffer A (50 

mM Tris, 150 mM NaCl, pH = 8) with 1% Triton X-100 and incubated at 4°C on a rotating platform 

for 2 hours, followed by centrifugation at 16,000 x g for 40 min at 4°C. After centrifugation, the 

pellet was resuspended in buffer A and centrifuged at 16,000 x g for 40 min at 4°C. The resulting 

pellet was resolubilized in 70 µL of rehydration buffer consisting of 7 M urea, 2 M thiourea, 4% 

(wt/vol) 3-[(3-cholamidopropyl)-dimethylammonio]-1-propanesulfonate (CHAPS), and 100 mM 

dithiothreitol (DTT). Thirty microliters of the insoluble fragment was loaded onto 10% SDS 

polyacrylamide gel, and the resolved protein aggregates were stained with Coomassie blue G-250. 

The stained gel was imaged and then densitometrically quantified using ImageJ software (National 

Institutes of Health, Bethesda, MD, USA). 
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2.4. Protein carbonylation 

Bacterial cells were grown in 115 mL of TSB in 1-L flasks, and 2 mL of the culture was collected 

at the specified time points. Cells were centrifuged at 15,000 x g for 5 min, and the pellet was 

washed twice with 1 mL of PBS. Washed cells were resuspended in 1.5 mL of PBS with 50 mM 

DTT and disrupted by glass beads as described above. After centrifugation at 15,000 x g for 10 

min, the protein concentration was determined by a NanoDrop 1000 spectrophotometer and 1 mg 

of protein was used to determine the carbonyl content as follows. The DNA was precipitated using 

1% streptomycin sulfate and isolated by centrifugation at 11,000 x g for 10 min. Proteins from the 

supernatant were precipitated by adding 10% trichloroacetic acid (TCA), vortexed, and incubated 

for 30 min on ice. Precipitated proteins were centrifuged for 30 min at 12,000 x g at 4°C. Carbonyl-

containing proteins were derivatized by incubation with 500 µL of 10 mM 2,4-

dinitrophenylhydrazine (DNPH) dissolved in 2 M HCl for 1 hour with vortexing every 10 to 15 

min. After derivatization, samples were mixed with 500 µL of 20% TCA and centrifuged at 11,000 

x g for 3 min. Pellets were washed three times by adding 1 mL of 1:1 ethanol-ethyl acetate, 

incubating at room temperature for 10 min, and centrifuging at 11,000 x g for 3 min. Finally, the 

pellets were dissolved in 6 M guanidine in a 20-mM potassium phosphate buffer adjusted to pH 

2.3 with trifluoroacetic acid; the absorbance was measured at 370 nm, and the carbonyl content 

was determined using an extinction coefficient of 22,000 M-1cm-1 (220). 

2.5. Quantitative real-time PCR 

RNA was extracted using the RNeasy Bacteria Kit according to the manufacturer’s instructions 

(Qiagen, Germantown, MD, USA) from 1 mL of culture for all experiments that required a 

quantification of gene expression. To lyse the cells, we used the Precellys Evolution Homogenizer 

as described above, but it was set to two cycles of cell disruption. Following RNA extraction, the 

cDNA was synthesized using the QuantiTect Reverse Transcription Kit (Qiagen). The quantitative 

PCR was assessed using the LightCycler 480 SYBR green master mix (Roche) according to the 
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manufacturer’s instructions for 1:20 diluted cDNA. We used the comparative threshold cycle (CT) 

method to calculate the relative transcript levels, which were normalized to the amount of the sigA 

transcripts present in RNA samples (221). 

2.6. Measurement of competitive fitness 

Cultures of JE2 and its isogenic clpP or clpXI265E mutants grown in TSB-45 mM glucose were used 

to assess competitive fitness. Following 24 hours of growth in media containing excess glucose, 

we used  ̴107 bacteria/mL of each strain for competition experiments. Due to the increased death of 

the wild-type strain at 72 hours into the stationary phase, competition experiments were initiated 

from  ̴105 to  ̴106 cfu/mL. The bacterial colony-forming units were counted on TSA plates with and 

without 5 µg/mL erythromycin immediately after initiation of the competition and at 8 hours 

between tested strains. The competitive fitness was calculated using the Malthusian parameter 

(222) for competitors with the following formula: w = ln (Mf/Mi)/ ln (Wf/Wi), where f and i represent 

the counts of colony-forming units at the end (8 hours) and beginning (time 0) of the competition 

assay, respectively. M and W refer to mutant and wild type, respectively. 

2.7. Electron paramagnetic resonance (EPR) spectroscopy 

We used 10 OD units of 72-hour cultures resuspended in 1 mL KDD buffer (Krebs HEPES 

buffer, pH 7.4; 99 mM NaCl, 4.69 mM KCl, 2.5 mM CaCl2, 1.2 mM MgSO4, 25 mM NaHCO3, 

1.03 mM KH2PO4, 5.6 mM D-glucose, 20 mM HEPES, 5 µM DETC, and 25 µM deferoxamine) 

for determination of the ROS production. The bacterial suspensions were mixed with the ROS-

sensitive spin probe CMH (working stock ~4 mM prepared in KDD buffer) to a final concentration 

of 200 µM and incubated at room temperature for 15 min. A Bruker e-scan electron paramagnetic 

resonance (EPR) spectrometer (Bruker, Billerica, MA, USA) was used with the following 

acquisition parameters: field-sweep width, 60.0 gauss; microwave frequency, 9.75 kHz; microwave 
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power, 21.90 mW; modulation amplitude, 2.37 gauss; conversion time, 10.24 ms; time constant, 

40.96 ms (Thomas, Chaudhari, Jones, Zimmerman, & Bayles, 2015). 

2.8. SOD activity 

A 2-mL culture of the wild-type strain and the clpP mutant grown in TSB-45 mM glucose was 

harvested at 24 hours and 72 hours and centrifuged at 16,000 x g for 5 min. The cell pellets were 

initially washed with saline before finally being resuspended in 0.5 mM KPO4 buffer at pH 7.3 with 

1 X EDTA free protease inhibitor (Roche). Following mechanical lysis of the cells using a bead 

beater, the clear lysate was retrieved by centrifuging the crude extract at 16,000 x g for 5 min at 

4°C. The protein concentration was estimated using the Bradford protein assay (Bio-Rad) as per 

the manufacturer’s instructions, and 10 µg of protein was used to evaluate the superoxide dismutase 

activity (SOD) activity using a SOD assay kit (Sigma-Aldrich, St. Louis, MO, USA). 

The activity of SodA, SodM, and SodAM was evaluated under native conditions. Briefly, 20 µg of 

the cell lysate from the previous experiment (SOD activity) was resolved on 4% to 20% gradient 

native gel (Bio-Rad) under native running conditions in an ice-cooled running buffer at 200 v for 

2 hours. An amount of 40 mL of solution A (0.05 M potassium phosphate buffer, pH 7, 1 mM 

EDTA, 0.25 mM NBT [nitro blue tetrazolium chloride]) and 2 mL of solution B (0.5 mM 

riboflavin) were mixed and submerged in the gel in the dark for 5 min. Excess staining solution 

was removed, and the gel was wrapped in plastic wrap and subjected to direct sunlight until the 

desired color developed (223) 

2.9. Western blot analysis 

Cell lysate from the SOD experiment above was used for the Western blot analysis. Simply, 10 µg 

protein was resolved on a reducing Tris-glycine SDS-PAGE 4% to 12% gradient gel (Bio-Rad) and 

transferred using the semidry method by the Pierce Power Blot Cassette system (Thermo Fisher 

Scientific) onto a nitrocellulose membrane (Schagger, 2006). Antibodies raised against B. subtilis 
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Spx were diluted to 1:1,500 in 5% skim milk in 0.01% PBST (224). Goat antirabbit secondary 

antibodies (Invitrogen, Carlsbad, CA, USA) were diluted 1:30,000. Immunodetection was 

performed using the Super Signal West Femto chemiluminescence kit (Thermo Fisher Scientific). 

Immunoblot images were acquired using the iBright CL1000 (Invitrogen). To detect the SodA, 10 

µg of cytoplasmic protein was resolved on 12% SDS-PAGE gel under reducing condition, 

processed as described above. The SodA antibody was obtained through the NIH Biodefense and 

Emerging Infections Research Resources Repository, NIAID (Bethesda, MD, USA): Polyclonal 

Anti‒Bacillus anthracis Superoxide Dismutase SODA-1 (Locus_Tag:BA_4499), Immunoglobulin 

G, Rabbit), NR-10506. SodA was used in a concentration of 1:7000 in 5% skim milk in 0.01% 

PBST. The concentration of secondary antibodies and the development was performed as described 

above for Spx. 

2.10. LC-MS/MS analysis 

For proteomics, 100 ug of protein per sample from three biological replicates per group 

was resuspended in 100 mM ammonium bicarbonate. The samples were digested with Pierce MS-

grade trypsin overnight at 37C following reduction with 10 mM DTT at 56C for 30 min, and 

alkylation with 50 mM iodoacetamide was carried out for 20 min in the dark. The resulting peptides 

were cleaned using PepClean C18 spin columns (Thermo Scientific) and resuspended in a solvent 

containing 2% acetonitrile (ACN) and 0.1% formic acid (FA). An amount of 500 ng of each sample 

was loaded onto the trap column Acclaim PepMap 100 75 µm x 2 cm C18 LC Columns (Thermo 

Scientific) at flow rate of 4 µL/min and then separated with a Thermo RSLC Ultimate 3000 

(Thermo Scientific) on a Thermo Easy-Spray PepMap RSLC C18 75 µm x 50 cm C18 2-µm 

column (Thermo Scientific) with a step gradient of 4% to 25% solvent B (0.1% FA in 80% ACN) 

for 10 to 100 min and 25% to 45% solvent B for 100 to 130 min at 300 nL/min and 50oC with a 

155-min total run time. The eluted peptides were analyzed by a Thermo Orbitrap Fusion Lumos 

Tribrid (Thermo Scientific) mass spectrometer in a data-dependent acquisition mode. A full-scan 
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MS survey (from m/z 350 to 1800) was acquired in the Orbitrap with a resolution of 120,000. The 

AGC target for MS1 was set as 4 × 105, and the ion filling time was set as 100 ms. The most intense 

ions with a charge state from 2 to 6 were isolated in a 3-second cycle and fragmented using HCD 

fragmentation with 35% normalized collision energy and detected at a mass resolution of 30,000 

at m/z 200. The AGC target for MS/MS was set as 5 × 104 and the ion filling time of 60-ms dynamic 

exclusion was set for 30 seconds with a 10-ppm mass window. Protein identification was performed 

by searching MS/MS data using PEAKS Studio X+ software (Bioinformatics Solutions, Inc., 

Waterloo, Ontario, Canada) against an in-house database created from the predicted proteins of S. 

aureus USA300 FPR3757. The search was set up for full tryptic peptides with a maximum of two 

missed cleavage sites. Oxidized methionine was included as a variable modification and the 

carbamidomethylation of cysteine was set as the fixed modification. The precursor mass tolerance 

threshold was set at 10 ppm, and the maximum fragment mass error was 0.02 Da. The significance 

threshold of the ion score was calculated based on a false discovery rate of 1% or less. Qualitative 

analysis was performed using the Progenesis QI proteomics 4.2 (Nonlinear Dynamics). Statistical 

analysis was performed using the ANOVA, and the Benjamini‒Hochberg (BH) method was used 

to adjust the p-values for multiple testing using the false discovery rate. The adjusted p-value of 

.05 or less was considered as significant. 

2.11. Flow cytometry 

Bacteria were grown in 25 mL of TSB-45 mM glucose or TSB-45 mM glucose 

supplemented with MOPS in 250-mL flasks as described above, and flow cytometry was performed 

exactly as previously described (105). All analyses were performed using 24-hour and 72-hour 

cultures of bacteria on a BD LSRII flow cytometer (Beckton Dickinson, San Jose, CA, USA). 

Harvested cells were washed twice and diluted to a final concentration of 107 cells/mL in PBS. 

Cells were stained by incubation for 30 min with 5 mM 5-cyano-2,3-ditolyl tetrazolium chloride 

(CTC) and 15 mM 3-(p-hydroxyphenyl) fluorescein (HPF) followed by FACS analyses at a flow 



32 

 

rate of  ̴1000 cells/second (225, 226). A total of 10,000 events were collected for each sample. 

Bacteria were distinguished from the background using a combination of forward-scattered light 

(FSC) and side-scattered light (SSC). Excitation was at 488 nm using an argon laser. HPF emission 

at 530 to 630 nm was detected with a 505-nm long-pass mirror, and CTC emission was detected at 

695 to 640 nm with a 685-nm long-pass mirror. Raw data were analyzed using FlowJo software 

(FlowJo LLC, Ashland, OR, USA). 

For experiments with rifampicin, S. aureus was grown in 25 mL TSB-45 mM glucose in a 

250-mL flask as described above. At 24 hours of growth, cells were treated with 200 µg/mL of 

rifampicin. Cells were collected at 72 hours and subjected to CTC and HPF staining as described 

above. 

2.12. Flow-cell biofilm assay and confocal laser scanning microscopy (CLSM) 

Overnight cultures of JE2 and clpXI265E grown for 20 hours were adjusted to an OD of 0.002 

in 1.5 mL TSB. An amount of 1 mL of each culture was injected into the dual-channel transmission 

flow-cell system (BioSurface Technologies, Inc., Bozeman, MT, USA) and then incubated 

statically for 1 hour. After 1 hour, a continuous flow of 10% TSB medium (Millipore) 

supplemented with 0.2% glucose at a rate of 0.5 mL/min was pumped into each flow chamber. 

After 24 hours, the medium flow was stopped and the grown biofilm in every flow cell was stained 

with 3 mL of the cell-permeable fluorophore SYTO-9 at a final concentration of 1.3 µM to stain 

viable cells, whereas 2 µM  of TOTO-3 fluorophore was used to stain dead cells (99). 

After 10 min of incubation, the flow cell was imaged using the Zeiss 710 META laser-

scanning confocal microscope (Zeiss, Oberkochen, Germany). SYTO-9 was excited with the laser 

at 488 nm, and the emission was collected at 515 ± 25 nm using a band-pass filter. TOTO-3 was 

excited with the laser at 633 nm, and the emission was collected at 680 ± 30 using a band-pass 

filter. Z-stack images were taken using a 40X objective analyzed using COMSTAT2 to obtain the 
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biofilm thickness, biomass (live and dead), and roughness coefficient (Heydorn, 2000 

#214;Vorregaard, 2008 #215). Three-dimensional images were constructed using Imaris software 

(Bitplane, Concord, MA, USA). 

2.13. Determination of acetate in the culture supernatant 

 JE2 and its isogenic mutant clpP mutants were grown in 115 mL of either TSB-45 mM 

glucose or TSB-45 mM glucose buffered with 100 mM MOPS with pH adjusted at 7.3. For the first 

12 hours of growth and from 24 h to 120 h, 1.5 mL culture was harvested into 1.7 mL Eppendorf 

tube and centrifuged at 18,000xg for 5 minutes. The cell free supernatant was transferred into new 

clean 1.7 mL Eppendorf tube, then stored in – 80C° until the day of experiment. Acetate was 

measured using commercially available kilt (cat#10 148 261 035Roch, Germany) according to the 

manufactured instruction. Supernatant was diluted 1:10 in if the sample absorbance at 340 nm was 

above the standard curve. The analysis was performed in 96-well plate and the absorbance was 

taken using TECAN Infinite 200 PRO (Switzerland). 

2.14. RNA-seq analysis 

Cultures JE2 wild type and its isogenic mutant spxC10A were grown in TSB 14 mM glucose 

until they reach 1 optical density units (OD). Each group of three biological replicates were treated 

with 0.5 mM diamide for 15 minutes then samples were collected for RNA extraction, and untreated 

controls were collected at the same time. RNA was extracted by Dr. Dorte Frees Lab at Department 

of Veterinary Disease Biology, University of Copenhagen. The RNA concentration of all samples 

was measured in duplicate using the Qubit BR RNA assay. The RNA quality and integrity were 

confirmed for selected samples using TapeStation with RNA ScreenTape (Agilent Technologies). 

Twelve samples were selected and depleted for rRNA using the Ribo-zero Magnetic kit (Illumina 

Inc.) according to the manufacturer’s instructions. Any potential residual DNA was removed using 

the DNase MAX kit (MoBio Laboratories Inc.) according to the manufacturer’s instructions. After 
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rRNA depletion and DNase treatment the samples were cleaned and concentrated using the RNeasy 

MinElute Cleanup kit (QIAGEN) and successful rRNA removal confirmed using TapeStation HS 

RNA Screentapes (Aligent Technologies). The samples were prepared for sequencing using the 

TrueSeq Stranded Total RNA kit (Illimina Inc.) according to the manufacturer’s instructions. 

Library concentrations were measured using Qubit HS DNA assay and library size estimated using 

TapeStation D1000 ScreenTapes (Aligent Technologies). The 22 samples were pooled in 

equimolar concentrations and sequencing on an Illumina HiSeq2500 using a 1x50 bp Rapid Run 

(Illumina Inc). 

The genome of S. aureus USA300 was obtained from the publication (227) website 

(downloaded through this link). Bioinformatic processing and analysis Raw sequence reads in fastq 

format were trimmed using USEARCH (v10.0.2132) (228) fastq_filter with the settings -

fastq_minlen 45 -fastq_truncqual 20. The trimmed transcriptome reads were depleted of rRNA 

using BBDuk (229) using the SILVA database as reference database (230). The reads were then 

mapped to either the genome or sRNAs of S. aureus USA300 using minimap2 (v2.8-r672) (231). 

The count tables were imported to R (232), processed using the default DESeq2 workflow (233) 

and visualized using ggplot2. PCA analysis of overall sample similarity was done using DESeq2 

normalized counts (square root transformed), through the vegan  (234) ampvis R packages (235). 
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Table 2-1. List of strains used in this study. 

Strain Description Source 

S. aureus JE2 S. aureus USA300 LAC 13C cured of endogenous 

plasmids 

(216) 

JE2 clpP Bursa aurealis transposon mutant ErmR (216) 

JE2 clpC Bursa aurealis transposon mutant ErmR (216) 

JE2 ∆clpX clpX in-frame deletion, ErmR (217) 

JE2 clpP::clpP 

(clpP comp) 

Chromosomal complementation (SaPI site) of clpP 

mutant, CdCl2 and ErmR 

(236) 

JE2 clpXI265E JE2 expressing ClpXI265E variant, ErmR (217) 

JE2 clpXI265E::clpX 

(clpX comp) 

Chromosomal complementation of JE2 ClpXI265E 

variant, CdCl2
R, ErmR 

This study 

JE2 sodA Bursa aurealis transposon mutant, ErmR (216) 

JE2 sodM Bursa aurealis transposon mutant, ErmR (216) 

JE2 katA Bursa aurealis transposon mutant, ErmR (216) 

JE2 ahpC Bursa aurealis transposon mutant, ErmR (216) 

JE2 clpPsodA Bursa aurealis transposon mutant, TetR and ErmR This study 

JE2 clpPsodM Bursa aurealis transposon mutant, TetR and ErmR This study 

JE2 clpPkatA Bursa aurealis transposon mutant, TetR and ErmR This study 

JE2 clpPahpC Bursa aurealis transposon mutant, TetR and ErmR This study 

JE2 yjbH Bursa aurealis transposon mutant, ErmR (216) 

JE2 spxC10A JE2 expressing SpxC10A variant chromosomally 

driven by its native promoter 

This study 

JE2 spxC10A clpP Bursa aurealis transposon mutant, ErmR in spxC10A 

generated by allelic exchange 

This study 

JE2::pAQ69 Chromosomal overexpression (SaPI site) of trxB 

controlled by the P1 sarA promoter, used as background 

to generate ∆spx using allelic exchange, CdCl2
R 

This study 

JE2::pAQ69 ∆spx ∆spx deletion generated in JE2::pAQ69 using allelic 

exchange, CdCl2
R 

This study 
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JE2::pAQ69 spxC10A JE2::pAQ69 expressing SpxC10A variant 

chromosomally driven by its native promoter generated 

by allelic exchange, CdCl2
R 

This study 

JE2::pAQ69 ∆spx 

pAQ75 

In trans complementation of ∆spx deletion using low-

copy vector, CdCl2
R, TmpR 

This study 

JE2::pAQ69 spxC10A 

pAQ75 

In trans complementation of spxC10A variant using 

low-copy vector, CdCl2
R, TmpR 

This study 

JE2spxC10A clpP::spx Chromosomal complementation (SapI site) of JE2 

spxC10A mutant using spx driven by native promoter, 

ErmR, CdCl2R 

This study 

JE2 pKK22 JE2 harboring the highly stable, low-copy-number 

plasmid in staphylococci 

This study 

JE2::spx∆C-HA JE2 expressing Spx lacks the C-terminal domain (last 

12 amino acids were deleted) from SapI site controlled 

by the spx native promoter. The Spx variant was tagged 

with an HA tag at the C-terminal, CdCl2
R 

This study 

JE2 spxDDD JE2 expressing SpxDDD driven by spx native promoter, 

coned into pKK22 plasmid, TmpR 

This study 

JE2 pVT1 JE2 expressing dsRED in trans driven by sarA-P1 

promoter, pCM29 backbone , CmR 

This study 

clpP pVT1 JE2 expressing dsRED in trans driven by sarA-P1 

promoter, pCM29 backbone CmR 

This study 

JE2 trxB JE2 expressing thioredoxin reductase TrxB controlled 

by sarA-P1 promoter, pCM29 backbone (Pang, 2010 

#213), CmR 

This study 

JE2::pJC1111 JE2 harboring the SapI integrating vector pJC1111, 

CdCl2 

This study 

E. coli E10B Electrocompetent E. coli Invitrogen 

S. aureus RN4220 S. aureus intermediate strain (215, 237) 

S. aureus RN9011 S. aureus intermediate strain specifically used to clone 

plasmid using the pJC1111 backbone, strain harboring 

pRN7023 plasmid, CmR 

(238) 

S. aureus 8325-4 S. aureus strain (237) 

S. aureus 8325-4 

∆spx 

S. aureus intermediate strain specifically used to clone 

plasmid using the pJC1111 backbone, strain harboring 

pRN7023 plasmid, CmR 

(239) 
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Table 2-2. List of plasmids used in this study 

S. aureus 8325-4 

∆spx 

S. aureus intermediate strain specifically used to clone 

plasmid using the pJC1111 backbone, strain harboring 

pRN7023 plasmid, CmR 

(239) 

Plasmid Description Source 

pAQ21 SapI integrating vector carrying clpX gene driven by its 

native promoter to complement clpXI265E mutant 

(217) 

pAQ22 SapI integrating vector carrying clpXE188Q gene driven by 

clpX native promoter 

This 

study 

pAQ57 SapI integrating vector carrying clpP gene driven by its 

native promoter to complement clpP mutant 

(236) 

pAQ10 SpxDDD driven by spx native promoter, cloned into pKK22 

plasmid backbone 

This 

study 

pAQ25 Vector to generate markerless spx deletion using pJB38 

backbone (allelic exchange) 

This 

study 

pAQ24 trxB overexpression driven by sarA promoter in pCM29 

backbone 

This 

study 

pAQ75 Low-copy plasmid expressing spx driven by its native 

promoter 

This 

study 

pKK22 Low-copy plasmid (240) 

pAQ69 trxB overexpression driven by sarA promoter cloned into 

SapI integration vector pJC1111 

This 

study 

pAQ26 spx gene driven by native promoter cloned into SapI 

integration vector pJC1111; for chromosomal spx 

complementation 

This 

study 

pAQ25 Vector to generate spxC01A variant using pJB38 backbone 

(allelic exchange) 

This 

study 

pAQ5 Spx deletion vector to delete spx in pJB38 backbone This 

study 

pVT1 dsRED cloned into backbone pCM29 to generate sarA-P1 

expressing dsRED instead of GFP 

‒ 

pAQ20 Encodes ClpP-resistant Spx (spx∆C-HA) cloned into SapI 

integration vector pJC1111 

This 

study 
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Table 2-3. List of primers used in this study 

Primer name Sequence 5’-3’  Source 

SaPI1_fwd gtgcttcaccagcaccacatgctg Confirm SapI integration 

 

(238) 

pJC1111_fwd2 ggtattagtttgagctgtcttggttcattga

ttgc 

This 

study 

ahpC_fwd tgcttgcaggaaacttgacg Confirm transposon This 

study 

 ahpC_rev aaccaaggctggcaacgaat 

kat_fwd gtcccaattgcaccacctat Confirm transposon This 

study 

 kat_rev atcgccacattctgtgcatg 

sodA_fwd gttgaaccagtcactgcttg Confirm transposon This 

study 

 sodA_rev acctcttggcacagactcat 

sodM_fwd acaatgtacgctacgctgct Confirm transposon This 

study 
sodM_rev acaccttgtagatgctccac 

clpP_F ttcctacagttattgaaacaac Confirm transposon This 

study 
clpP_R tgcagttaagaagttatcacg 

clpC_F ggtagattaactgagcgtgc Confirm transposon This 

study 
clpC_R2 cgctcttcaaattcaccacg 

RTPCR spx_F cctggcttattacgtcgtcca Real time PCR for spx This 

study 
RTPCR spx_R accatacgttgtgcttcttgt 

RTPCR clpP_F acaagcgcaagactcagaga Real time PCR for clpP This 

study 
RTPCR clpP_R ccattgatgcagccataccg 

RTPCR clpX_F ttggtggtgcctttgatggt Real time PCR for clpX This 

study 
RTPCR clpX_R ggcttgcaaatcttctgggc 

RTPCR sodA_F gttcaggttgggcttggtta Real time PCR for sodA This 

study 
RTPCR sodA_R gcgtgttcccatacgtcttaaa 

RTPCR ahpC_F attaacgctgacggaattgg Real time PCR for ahpC This 

study 
RTPCR ahpC_R tcccatttagctgggcatac 
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JE2 RT sigA_F aactgaatccaagtgatcttagtg Real time PCR for sigA This 

study 
JE2 RT sigA_R tcatcaccttgttcaatacgtttg 

RTPCR trxB_F caccgtcgtgatgagttacg Real time PCR for trxB 

 

This 

study 
RTPCR trxB_F tgtcacagaacccactttgc 

pAQ16_seq_f ggccaacaggtagtggtaaa Sequencing primers to 

confirm clpXE188Q 

mutant 

This 

study 

pAQ16_seq_r ataccatcaaaggcaccacc 

pCM29_fwd gaattcgtaatcatgtcatagc Amplify pCM29 backbone 

for pAQ24 

This 

study 
pCM29_rev aaataatcatcctcctaaggtaccc 

trxB_fwd ccttaggaggatgattatttatgactgaaa

tagattttgatatagc 

Amplify trxB gene to 

generate pAQ24 plasmid 

This 

study 

trxB_rev tatgacatgattacgaattcttaagcttgat

cgtttaaatg 

YjbH_F2 tatcacctgtaagtaaaatc Confirm transposon This 

study 
YjbH_R2 tttaggcattttagatttcc 

pJB38_fwd aagcaaagtgacaggcgatgcatcaag

cttattttaattatactctatc 

Amplify pJB38 backbone 

to construct allelic 

exchange plasmids, pAQ5 

and pAQ25 

This 

study 

pJB38_rev tgcttgtaattcatgattcgtcgattcacaa

aaaataggc 

Spx_fwd aagcaaagtgacaggcgatgaaatgcc

tactttcttagtaatattttaataattatc 

Amplify spx with its native 

promoter to construct 

pAQ20 

This 

study 

Spx_rev tgcttgtaattcatgattcgttaatcgtcat

cacgttgtgcttcttgtaattg 

Spx_UP_fwd cctttcgtcttcaagaattccgtctaataat

gaaatgaagtttttag 

To amplify UP arm for 

pAQ5 

This 

study 

Spx_UP_rev gttattagtcacggaatgtcatgttcttg 
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Spx_DN_fwd gacattccgtgactaataaccatttaacta

tgtgtc 

To amplify UP arm for 

pAQ5 

This 

study 

Spx_DN_rev ttgcatgcctgcaggtcgactgtctgttg

gataagcaaattc 

Spx seq-F1 atacctggcttgttgtcacg To amplify spx region for 

sequencing 

This 

study 
Spx seq-R1 gtcgaacttgagctgttacg 

pKK22_fwd cgaatcatgaattacaagcaaaag To amplify pKK backbone 

to for pAQ10 

This 

study 
pKK22_rev catcgcctgtcactttgc 

pKK22 seqF gcaacgtatcttatttaaagtgcg Confirmatory primers for 

pKK22 cloning 

This 

study 

pKK22 seqR ggtattttaaagtgatcaaaggcg 

spx-HA_tag_fwd cggccgctgcatgcctgcaggaattcga

aatgcctactttc 

To amplify spx with its 

native promoter for pAQ20 

cloning 

This 

study 

spx-HA_tag_rev ggatccccgggtaccgag 

pJC1111_fwd ggatccccgggtaccgag To amplify pJC1111 

backbone for cloning 

This 

study 
pJC1111_rev ctgcaggcatgcagcggc 

pJC1111_UP ttttgtgatgctcgtcagggg Confirm cloning into 

pJC1111 vector 

This 

study 
pJC1111_DN tcaggcgcgcctattctaaa 

pJC1111_seq_fwd ctttttacggttcctggcct Sequencing primer to 

confirm pJC1111 insert 

This 

study 
pJC1111_seq_rev agtgacacgccttgttgaga 

Spx-HA tag OUT2 gttacaagaacatgacattccgtatacgg

agcgta 

Confirm integration of 

pAQ20 and pAQ26, used 

with SaPI1_fwd 

This 

study 

ClpX_fwd ctttcgtcttcaagaattcgtcttcattaaat

attaaattacaaaaatgag 

Primers to amplify clpX  

with its native promoter to 

construct pAQ22 (site 

directed mutagenesis) 

This 

study 

ClpX_UP_rev caattttatcaatttgatctacataaataata

cctttttcg 

ClpX_fwd-2 ttatgtagatcaaattgataaaattgcacg

taaatc 

Primers to amplify clpX to 

construct pAQ22 (site 

directed mutagenesis) 

This 

study 
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ClpX_rev ctgcaggtcgactctagaggtttatatcct

cacttttttatattctc 

pAQ24_fwd cggccgctgcatgcctgcaggctagcct

gatatttttgac 

To amplify trxB gene with 

sarA promoter from 

pAQ24to construct pAQ69 

This 

study 

pAQ24_rev agctcggtacccggggatccttaagctt

gatcgtttaaatg 

Spx_UP_fwd2 cgaggccctttcgtcttcaatttttcttgttg

ggtcttg 

To amplify UP arm of spx 

to construct pAQ25 

This 

study 

Spx_UP_rev2 ggcaagatgttgcacttggtgaagtaaat

aatgttac 

Spx_DN_fwd2 ttcaccaagtgcaacatcttgccgtaaag

cg 

To amplify DN arm of spx 

to construct pAQ25 

This 

study 

Spx_DN_rev2 ttgcatgcctgcaggtcgaccatcagac

atattcatcatatcttc 

Spx_fwd 3 cggccgctgcatgcctgcagttaaatgc

ctactttcttagtaatattttaataattatc 

To amplify spx gene with 

native promoter to 

construct pAQ26 

This 

study 

Spx_rev 3 agctcggtacccggggatccttagtcaa

ccatacgttg 
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 Chapter 3: Staphylococcal ClpXP protease targets the cellular antioxidant 

system to eliminate fitness-compromised cells in stationary phase 

3.1 Introduction 

Bacterial pathogens can efficiently switch between growth and non-growing stationary 

states in response to changes in nutrient status and environmental challenges (241, 242). Often, the 

entry into stationary phase is triggered by nutrient limitation imposed by the host or due to 

competition with other microbial cohabitants (243, 244). Multiple stresses, including changes in 

pH, temperature and osmolarity, can also limit active growth (245). The physiological and adaptive 

responses to stress that accompany the transition of bacterial cells to a non-growing state are 

generally optimized for long-term survival (201). These changes enhance persistence in pathogens 

and make them tolerant to various stressors, including antibiotics and the host immune system (201, 

241). However, the fate of bacterial cells within a stationary phase population that undergo stress-

induced cellular damage remains unclear. Such cells may become unfit for subsequent growth and 

may need to be eliminated. Their removal would allow competition for limiting nutrients to be 

confined to healthier populations and would also ensure that the surviving population is fit for re-

entry into the growth cycle under more favorable conditions. 

We have previously utilized Staphylococcus aureus as a model bacterial pathogen to study 

stationary phase survival dynamics (105, 212). When grown under conditions of excess glucose, S. 

aureus prematurely enters the stationary phase before glucose is completely exhausted from the 

media (105). Interestingly, the bacterial cells continue to consume glucose and excrete acetate as a 

byproduct even though growth is arrested, which suggests that growth and carbon catabolism are 

uncoupled at this stage. The early entry into the stationary phase under these conditions results 

from the weak acid properties of acetate. As the pH of the culture shifts towards the pKa of acetate 

(pH, 4.8) during growth, a net movement of protonated acetate into cells is observed, which results 

in cytoplasmic acidification (105). This process initiates a series of events during stationary phase 
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that is not seen when cells are grown under lower glucose concentrations. Notably, cells grown in 

excess glucose have a lower respiratory potential, produce significant levels of endogenous reactive 

oxygen species (ROS) and accumulate chromosomal damage. These events culminated in cell 

death, which progressed throughout the population in stationary phase. Both, the observed decrease 

in cell viability and the associated hallmarks of cell death could be avoided if acetate production 

was decreased by the genetic inactivation of cidC (pyruvate: menaquinone oxidoreductase) or if 

the entry of protonated acetate into cells was limited by controlling the decline in extracellular pH 

with MOPS buffer (pH, 7.4) (105). Thus, acetate-mediated cytoplasmic acidification directly 

potentiates cell death in stationary phase. 

Proteolysis is a conserved process that takes place in all organisms to enforce protein 

quality control and modulate the intracellular levels of native proteins (246, 247). In bacteria, the 

ClpP proteases comprise one of the important AAA+ proteolytic machines. S. aureus encodes the 

ClpXP and ClpCP proteases (247). The ClpP subunits assemble as two homo-heptameric rings to 

form a barrel structure with peptidase activity. The ClpX and ClpC subunits are ATPases that 

associate with the ClpP barrel as hexameric rings and provide substrate specificity through direct 

interaction with substrates or specific adaptor proteins (247). Staphylococci that encounter toxic 

levels of acetate during growth are reported to increase expression of the clp genes presumably to 

maintain protein quality in these cells (248). 

Here, we explore the significance of ClpP proteolysis in stationary phase cells that are 

exposed to acetic acid derived from glucose catabolism. We demonstrate that acetate-mediated 

intracellular acidification induces protein oxidation and protein aggregation in stationary phase 

cells. Although the accumulation of oxidized protein aggregates in cells is thought to be cytotoxic, 

the observed cell death in stationary phase cells do not directly result from passive toxicity arising 

from protein damage (249, 250). Instead, we demonstrate that damaged cells die from the 

degeneration of cellular antioxidant capacity catalyzed by the ATP-dependent ClpXP proteolytic 

machinery. The active process of eliminating cells with extensive protein damage through ClpXP-
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dependent proteolysis ensures the survival of the fittest cells in stationary phase. This activation of 

cell death is not unique to acetate-mediated weak acid stress. Antimicrobials that interfere with 

protein biosynthesis can also variably induce clpP expression and promote ClpXP-dependent cell 

death in non-growing staphylococci suggesting a broader, more conserved, and beneficial role for 

ATP-powered cell death processes in bacteria. 

3.2 Results 

Acetate increases protein oxidation and aggregation under acidic conditions 

Since cytoplasmic proteins are sensitive to the oxidation status and pH of their 

environment, we initially predicted that cell death in stationary phase in response to acetate-

mediated intracellular acidification might result from protein damage. To test this hypothesis, we 

measured the levels of protein oxidation and aggregation under conditions that caused cytoplasmic 

acidification (105). S. aureus JE2 was cultured in media supplemented with excess glucose (45 

mM), where acetate accumulated to approximately 37 mM and the extracellular pH remained close 

to 4.8 throughout the stationary phase measurements (Fig. 3.1A). The protein oxidation status was 

determined by measuring the carbonyl content of total cytoplasmic protein fraction and protein 

aggregation was measured as the SDS-insoluble protein fraction from the total cellular protein 

pools. We observed that the levels of carbonylated proteins and protein-aggregates increased 

throughout staphylococcal growth as the media acidified (Fig. 3.2A-B and Fig. 3.1A). Additionally, 

cell viability decreased over 7-logs during stationary phase (Fig. 3.2C and Table. 3.1). Importantly, 

the levels of protein damage and the rate of cell death were notably lower when cells were grown 

in media that was buffered to a pH 7.4 with 100 mM MOPS (Fig. 3.2A-C and Table. 3.1), a 

condition that prevented prolonged exposure of cells to the toxic effects of acetate (Fig. 3.1B)  

despite the high levels of glucose in the media (105). Acetate mediated cell death in stationary 

phase could also be prevented by inactivating ackA, the major contributor of acetate in S. aureus 
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(Fig. 3.1C-D) (251). However, further analysis of the ackA mutant was not attempted due to 

pleiotropic effects of this mutation on cell physiology. Together, these observations highlight 

protein oxidation and protein aggregation as important correlates of stationary phase cell death 

following acetate stress. 

 

 

 

 

 

 

 

 

 



46 

 

 

Figure 3.1. Acetate production and pH profile of S. aureus . 
The extracellular acetate concentrations of culture supernatants (solid circles) from the (A) WT 

(unbuffered media), (B) WT grown in MOPS buffered media and (C) ackA mutant (unbuffered 

media) were determined over 120 h using a commercially available kit (Roche). The pH (solid 

squares) was determined using a pH probe (n=3, Mean ± SD). (D) Cell viability of the WT and 

ackA mutant were measured in stationary phase following growth in TSB-G (n=3, Mean ± SD). 
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Figure 3.2. Acetic acid induces protein damage and cell death. 
The toxicity of acetic acid on staphylococci, was distinguished by growth in MOPS buffered (100 

mM, pH 7.3) and unbuffered TSB. Acetic acid remains as charged anions in MOPS buffered media, 

preventing its entry into cells. (A) Protein oxidation was determined at different stages of growth 

by measuring the carbonyl content of intracellular proteins (n=3, Mean ± SD). (B) Protein 

aggregates were measured as the detergent-insoluble fraction of total intracellular proteins. The 

aggregates were isolated, resolved by SDS-PAGE and quantified using ImageJ software. The fold-

differences in protein aggregate levels are relative to those observed at 3 h of growth (mid-

exponential phase). (n=5, Mean ± SD). (C) Cell viability in stationary phase was determined by 

enumeration of total bacterial colony forming units (cfu) following dilution plating. TSB-G, TSB 

supplemented with 45 mM glucose. Two-way ANOVA with Sidak’s multiple comparison post-

test; * P≤ 0.05, *** P≤ 0.001, **** P≤ 0.0001. 
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ClpXP catalyzed proteolysis is essential for acetate-mediated cell death 

The accumulation of oxidized proteins and protein-aggregates can themselves have toxic 

sequelae resulting in the death of the organism (252). In S. aureus, ClpP has been described as the 

major intracellular protease that is involved in protein quality control and is capable of recycling 

damaged or unneeded proteins (247). Accordingly, we reasoned that the mutation of clpP should 

increase the rate of cell death due to the accumulation of damaged proteins. Upon evaluation of the 

cytoplasmic protein aggregates and oxidized proteins in the clpP mutant, we confirmed an increase 

in the level of protein damage relative to the parental strain (Fig. 3.3A-B). The increase in protein 

aggregates over the wild-type strain was primarily observed in the exponential phase (Fig. 3.3B).  

In comparison, we detected a more notable increase in protein oxidation in the clpP mutant over 

time and into stationary phase (Fig. 3.3A). To determine whether the elevated levels of protein 

damage following clpP mutation increased the rate of staphylococcal cell death, we assessed the 

survival of a clpP mutant over the stationary phase. Unexpectedly, the rate of stationary phase cell 

death was significantly lower in the clpP mutant than the WT strain (Fig. 3.3C and Table. 3.1), 

which suggested that cell death did not result from protein damage ‘per se,’ but was a consequence 

of the ClpP activation that followed. Complementation of the clpP mutant by introducing the clpP 

allele under the control of its native promoter, within the SaPI chromosomal locus fully restored 

the rate of cell death in the clpP mutant to WT levels (Fig. 3.3C and Table. 3.1), which confimred 

a role for ClpP in promoting cell death. 

The observed decrease in cell death of the clpP mutant did not result from a reduction in 

extracellular acidification as the concentration of acetate and pH in stationary phase closely 

matched those of the WT under all tested culture conditions (compare Fig. 3.4A-B and Fig. 3.1A-

B). Neither were there any specific extracellular factors excreted by the WT that could induce cell 

death in the clpP mutant, as cross-substitution of cell-free stationary phase culture supernatants 

between the WT and the clpP mutant did not alter the kinetics of cell death of either strain (Fig. 
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3.4C). This suggested that the ClpP-dependent cell death in the WT strain resulted from 

endogenous factors. 

The proteolytic function of ClpP is dependent on Clp ATPase subunits. In S. aureus, the 

ClpX and ClpC ATPases interact with ClpP (247). Accordingly, we determined the contribution of 

ClpX and ClpC in acetate-mediated cell death. Although independent mutations of either ATPase 

subunits exhibited a decreased rate of cell death compared to the WT strain, the clpX mutant more 

fully phenocopied the clpP mutant (Fig. 3.3D and Table. 3.1), which suggested that cell death was 

primarily under the control of the ClpXP protease. This conclusion was confirmed by our 

observation that acetate-mediated cell death was decreased to a similar extent in a strain expressing 

a mutant variant of ClpX, ClpXI265E. The ClpXI265E variant retained the ClpX chaperone activity, 

but not the ClpXP protease function due to a single amino acid substitution in the ClpP recognition 

motif of ClpX (Fig. 3.3E and Table. 3.1) (217, 253). Additionally, chromosomal complementation 

of native clpX in the clpXI265E mutant restored the rate of cell death to WT levels (Fig. 3.3E and 

Table. 3.1). These observations strongly suggested that the ClpXP proteolytic function was solely 

responsible for the increase in cell death following acetate-mediated protein damage. 

Next, we determined how acetate-mediated intracellular acidification affected ClpXP 

activity. Previous studies have concluded that Spx is an exclusive substrate of the ClpXP protease 

(239, 254). Accordingly, the intracellular levels of Spx were used as a proxy for gauging ClpXP 

activation. In contrast to the Spx levels observed at 24h when WT survival was at its peak, 

immunoblotting using anti-Spx antibodies revealed that Spx was depleted in the late stationary 

phase (72 h) when cell viability was actively decreasing (Fig. 3.3F). The depletion of Spx at 72 h 

was only observed in cultures that had acidified (Fig. 3.3F) and was not due to a decrease in spx 

transcription (Fig. 3.3G). Indeed, Spx levels underwent depletion even though its transcription had 

dramatically increased (Fig. 3.3F-G). Additionally, we also confirmed that the reduction of Spx at 

72 h was dependent on ClpP activity as its inactivation restored Spx levels (Fig. 3.3F). These 

observations suggest that ClpXP activity is enhanced following acetate-mediated intracellular 
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acidification. The increased ClpXP activity was also matched with increased expression of both 

clpX and clpP following acidification (Fig. 3.3H-I). Collectively, these observations suggest that 

acetate-mediated protein damage at low pH increases the expression and proteolytic activity of 

ClpXP, resulting in cell death. 
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Figure 3.3. The ClpXP proteolytic activity enhances cell death. 
(A) Protein oxidation (n=3, Mean ± SD), (B) protein aggregation (n=5, Mean ± SD) and (C) 

viability of the WT and clpP mutants (n=3, Mean ± SD). (D) The cell viabilities of the clpX, clpC 

(n=4, Mean ± SD) and (E) clpXI265E mutants were determined in stationary phase relative to the WT 

strain (n=3, Mean ± SD). (F) The intracellular abundance of Spx was used as an indicator of ClpXP 

proteolytic activity following growth in MOPS buffered (100 mM, pH 7.3) and unbuffered media. 

S. aureus Spx was detected using cross-reactive polyclonal antibodies raised against B. subtilis Spx. 

(G) The fold-change in the expression of spx, (H) clpP and (I) clpX was determined over time 

during different growth phases by qRT-PCR (n=3, Mean ± SD).  Fold-change expression values 

are relative to 3 h of growth (mid-exponential phase). Two-way ANOVA with Sidak’s multiple 

comparison post-test; * P≤ 0.05, *** P≤ 0.001, **** P≤ 0.0001. 
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Figure 3.4. Extracellular factors do not contribute to the survival if the clpP mutant 

in stationary phase. 
Acetate production (solid circles) and pH profile (solid squares) of the clpP mutant following 

growth in (A) TSB-G (unbuffered media) and (B) TSB-G supplemented with MOPS, pH 7.4 (n=3, 

Mean ± SD). (C) Stationary phase viability of the WT and clpP mutant. Following growth of WT 

and clpP mutant in TSB-G for 24 h, cell-free culture supernatants of both strains were inter-

substituted. Cells were washed with sterile saline to remove any traces of original growth media 

prior to media exchange (n=3, Mean ± SD). 
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ClpP enhances cell death by diminishing the cellular antioxidant capacity 

Thus far, our analyses suggested that ClpXP targeted the degradation of proteins that are 

important for cell survival in the late stationary phase. To determine potential targets of ClpXP, we 

initially determined proteomic changes during the transition of WT from 24 h to 72 h in stationary 

phase. We estimated protein abundance within cells using mass spectrometry. The identified 

proteins were organized hierarchically into functional classes based on their TIGRFAM annotation 

and the differences in protein abundance were visualized using Voronoi Treemaps (Fig. 3.5A-B 

and Fig. 3.6). In general, we observed multiple proteins associated with major cell biosynthetic 

pathways (protein synthesis, DNA metabolism, purines, pyrimidines, nucleosides and nucleotides, 

amino acids biosynthesis, biosynthesis of cofactors, prosthetic groups and carriers) to decrease in 

WT at 72 h relative to 24 h (Fig. 3.5A and Fig. 3.6A-B). Proteins associated with glycolysis were 

also fewer in abundance during this stage due to the exhaustion of glucose from the media. Instead, 

proteins involved in alternate pathways of carbon catabolism (amino acid catabolism) and energy 

metabolism (oxidative phosphorylation) increased at 72 h relative to 24 h of growth (Fig. 3.5A and 

Fig. 3.6A-B). Similar to the WT, the proteomic profile of the clpP mutant also revealed a decrease 

in proteins associated with various biosynthetic pathways during the same transition period in 

stationary phase albeit to a lesser degree (compare Fig. 3.5B to 3.5A and Fig. 3.6C, D to Fig. 3.6A-

B, respectively). Interestingly, a notable increase in the abundance of proteins associated with 

anion, cation and amino acid transport were observed in the clpP mutant at 72 h relative to 24h 

(Fig. 3.5B and Fig. 3.6C, D). The clpP mutant also produced increased levels of multiple 

antioxidant enzymes, proteins associated with cysteine homeostasis, pentose phosphate pathway, 

ATPase and electron transport chain (Fig. 3.5B and Fig. 3.6C, D), suggesting that this mutant may 

be able to more efficiently undergo oxidative phosphorylation and cope with ROS arising from 

such metabolism, compared to the WT strain. A direct comparison of the protein abundance 

between the WT and clpP mutant at 72 h confirmed increased levels of antioxidant proteins in the 

latter mutant (Fig. 3.5C). As opposed to unbuffered conditions, growth of the WT strain in MOPS 
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buffered media (pH 7.4) resulted in increased abundance of proteins involved in the biosynthetic 

processes including protein synthesis, DNA metabolism, cofactor biosynthesis and amino acid 

metabolism (compare Fig. 3.5A to Fig. 3.7A). Proteins associated with central metabolism and 

energy metabolism were generally more abundant at 72 h relative to 24 h when the WT strain was 

grown in MOPS buffered conditions as opposed to unbuffered conditions, which suggested an 

active metabolism for the WT strain even during the late stationary phase (Fig. 3.8A-B). 

Interestingly, the clpP mutant had an overall decrease in most classes of proteins (including 

biosynthetic and metabolic proteins) at 72 h relative to 24 h when grown in MOPS buffered media 

(Fig. 3.7B and Fig. 3.8C-D). However, these differences were marginal. Irrespective of these 

metabolic differences, growth of the clpP mutant in MOPS buffered media reduced the levels of 

antioxidant enzymes relative to unbuffered culture conditions (Fig. 3.7C). These findings are 

consistent with the hypothesis that the clpP mutant may be able to survive longer in the stationary 

phase following acetate stress by modulating their metabolism and controlling the level of 

intracellular ROS. 
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Figure 3.5. Altered proteome of stationary phase cells undergoing acetate stress. 
(A) Voronoi Treemaps of WT and (B) clpP mutant were generated from Log2 ratios of their 

respective intracellular proteins at 72 h and 24 h of growth in TSB-G. Proteins with altered ratios 

were clustered based on the TIGRFAM annotations and depicted as functional categories. Further 

subcategories and gene ID annotations are indicated in SI Appendix, Fig. 3.6 (C) Volcano plot of 

the intracellular proteins in stationary phase cells. Each data point represents individual proteins 

organized according to their mean clpP/ WT Log2 fold-change ratios (y-axis) following 72 h of 

growth in TSB-G. The horizontal dotted line indicates the cut-off for proteins that showed 

significantly altered abundance (P≤ 0.05).  
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Figure 3.6. Proteomic profiling of stationary phase cells undergoing acetate stress. 
(A, B) Voronoi Treemaps of WT and (C, D) clpP mutant were generated from Log2 ratios of their 

respective intracellular proteins at 72 h and 24 h of growth in TSB-G. Proteins with altered ratios 

were clustered based on the TIGRFAM annotations and depicted as functional categories. (A, C) 

represent functional sub-categories and (B, D) represent the corresponding gene IDs/ protein 

names. SAUSA300_XXXX locus tags are annotated as _XXXX in Voronoi Treemaps.  
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3.7. Altered proteome of stationary phase cells grown in MOPS buffered TSB-G 

media, pH 7.4 
(A) Voronoi Treemaps of WT and (B) clpP mutant were generated from Log2 ratios of their 

respective intracellular proteins at 72 h and 24 h of growth in TSB-G. Proteins with altered ratios 

were clustered based on the TIGRFAM annotations and depicted as functional categories. Further 

subcategories and gene ID annotations are indicated in SI Appendix, Fig. 3.8 (C) Volcano plot of 

the intracellular proteins in stationary phase cells. Each data point represents individual proteins 

organized according to their mean clpP/ WT Log2 fold-change ratios (y-axis) following 72 h of 

growth in TSB-G supplemented with MOPS, pH 7.4. The horizontal dotted line indicates the cut-

off for proteins that showed significantly altered abundance (P≤ 0.05). 
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3.8. Proteomic profile of stationary phase cells grown in MOPS buffered TSB-G 

media, pH 7.4 
Voronoi Treemaps of WT and (C, D) clpP mutant were generated from Log2 ratios of their 

respective intracellular proteins at 72 h and 24 h of growth in TSB-G supplemented with MOPS, 

pH 7.4. Proteins with altered ratios were clustered based on the TIGRFAM annotations and 

depicted as functional categories. (A, C) represent functional sub-categories and (B, D) represent 

the corresponding gene IDs/ protein names. SAUSA300_XXXX locus tags are annotated as 

_XXXX in Voronoi Treemaps. 
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To determine whether inactivation of clpP affected ROS production in the stationary phase, 

we performed EPR spectroscopy on WT and clpP mutant samples collected at 72 h of growth using 

CMH as a ROS-specific spin probe (255). EPR spectroscopy demonstrated that the clpP mutant 

produced lower levels of ROS than the WT strain (Fig. 3.9A). ROS production in stationary phase 

was undetected when WT and the clpP mutant was grown in media buffered with MOPS, pH 7.4 

(Fig. 3.9A). S. aureus has multiple enzymes that control the endogenous production of ROS. 

Specifically, SodA and SodM dismutate superoxide (O2
•-) to hydrogen peroxide (H2O2) (Fig. 3.9B). 

Subsequently, catalase and AhpC converts H2O2 to water and limits the formation of toxic hydroxyl 

radical (OH•) (Fig. 3.9B). Given that the abundance of these enzymes was increased in the clpP 

mutant (Fig. 3.5C), we hypothesized that they might individually or collectively aid cell survival 

by enhancing endogenous ROS detoxification. To test this hypothesis, we determined the 

individual contribution of each enzyme to enhancing the survival of the clpP mutant. Although 

mutation of sodA did not change the kinetics of cell death in the WT strain, its mutation in the clpP 

background (clpPsodA) completely abrogated survival of the clpP mutant to WT levels (Fig. 3.9C 

and Table 3.1). Separately, inactivation of sodM had no noticeable effect on the death kinetics in 

either the WT or clpP mutant backgrounds (Fig. 3.9D and Table 3.1). Furthermore, consistent with 

a role for sodA in the survival of the clpP mutant, we observed that the total superoxide dismutase 

activity was elevated in the clpP mutant but not in WT, sodA and clpPsodA mutants at 24 h and 72 

h into stationary phase (Fig. 3.9E). Notably, the observed differences in SodA enzyme activity did 

not result from differences in sodA expression (Fig. 3.9F), which suggested that SodA is likely to 

be a substrate of the ClpXP protease under these conditions. Indeed, western blot analysis using 

anti-SodA antibodies revealed a ClpP-dependent decrease in SodA levels (by ~ 44%) in the WT 

strain at 72 h relative to 24 h in stationary phase (Fig. 3.9G). The decrease in SodA abundance (Fig. 

3.9G) is consistent with the observed decrease in SOD activity (> 40%) when WT transitioned from 

24 h to 72 h (Fig. 3.9E).  Unlike sodA, the transcription of ahpC was increased over 8-fold in the 

clpP mutant at 72 h (Fig. 3.9F). The clpPahpC double mutant exhibited a decreased survival 
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compared to the clpP mutant (Fig. 3.9H and Table 3.1). However, the ahpC mutant itself exhibited 

an increased rate of cell death relative to the WT strain (Fig. 3.9H and Table 3.1). This suggested 

that although ahpC is essential for stationary phase survival, its contribution towards the survival 

of the clpP mutant is likely to be modest. We did not observe a role for katA in increasing the 

survival of the clpP mutant (Fig. 3.9I and Table 3.1). Together, these observations suggest that 

under acetic acid stress, the targeted degradation of SodA and the reduction of ahpC expression by 

ClpP in the stationary phase could trigger cell death. 
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Figure 3.9. ClpXP targets SodA to subvert the antioxidant capacity of cells. 
(A) Representative electron paramagnetic resonance (EPR) spectroscopic trace of ROS derived 

from whole cells in stationary phase (72 h). ROS was detected using the spin probe, CMH. (B) 

Schematic of the antioxidant enzymes of S. aureus and their target ROS. SodA/ SodM, Mn-

dependent superoxide dismutases; KatA, catalase; AhpC, alkylhydroperoxidase subunit. (C) 

Stationary phase viability of sodA and (D) sodM mutants relative to WT and clpP mutant strains 

(n=3, Mean ± SD). (E) SOD activity of cell extracts at 24 h and 72 h were determined as the percent 

inhibition of WST-1 reduction by superoxide using a commercially available kit (Sigma). WST-1, 

water-soluble tetrazolium salt (n=3, Mean ± SD). (F) The fold-change in expression of sodA and 
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ahpC were determined at 24 h and 72 h in the clpP mutant. The fold-change expression values were 

calculated relative to the expression of these target genes in WT strain at identical time-points (n=3, 

Mean ± SD). (G) The intracellular levels of SodA were detected in various mutants by western blot 

analysis using cross-reactive polyclonal antibodies raised against B. anthracis SodA (top panel). 

Densitometric quantification was performed by Image J (bottom panel) (H) Cell viability of ahpC 

and (I) katA mutants in stationary phase (n=3, Mean ± SD). Two-tailed unpaired t-test; ** P≤0.01, 

*** P≤ 0.001, **** P< 0.0001. 

ClpP-dependent cell death enhances the competitive fitness potential of staphylococci 

The necessity of mechanisms that activate cell death in single-cell organisms like S. aureus 

are counterintuitive. Hence, we suspected that the benefits of ClpP-dependent cell death might exist 

at the population rather than the single-cell level. Since the accumulation of damaged proteins was 

likely to affect growth, we hypothesized that the enhanced survival of the clpP mutant during the 

stationary phase might come at the cost of maintaining the overall competitive fitness potential of 

the population. To test this hypothesis, we harvested the WT and clpP mutant before the onset of 

cell death when cell viability for both strains was highest (24 h growth) and at a subsequent time 

point when cell viability of the WT (but not the clpP mutant) was declining (72 h) (Fig. 3.10A). 

We performed competition assays of the clpP mutant and WT strains derived from each time point. 

We assessed their mean competitive fitness (w) as a ratio of their Malthusian parameters over an 8 

h growth period (222). Although the clpP mutant isolated from 24 h old cultures exhibited only a 

modest decrease in fitness relative to the WT strain (w 24= 0.87), the mean competitive fitness of 

the clpP mutant was significantly diminished when the competition was initiated from 72 h old 

cultures (w 72= 0.365) (Fig. 3.10B). We observed a similar trend when the competition was 

conducted between clpXI265E and the WT strain (w 24= 1.03 vs. w 72= 0.673) (Fig. 3.10C). To test 

whether the observed competitive fitness defect of the clpP mutant resulted from increased SodA 

activity rather than pleiotropic effects of the clpP mutation, we performed co-culture competition 
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of the clpPsodA double mutant with its isogenic sodA parent strain following 72 h growth. We 

observed that the competitive defect of the clpP mutant was reversed (Fig. 3.10D), if sodA was 

inactivated in that background (clpPsodA). These results strongly suggest that ClpXP-dependent 

decrease in SodA activity initiates cell death and is essential for maintaining the overall competitive 

fitness potential of staphylococcal populations undergoing stress in stationary phase.  

 We next asked if the evolutionary pressure to maintain competitive fitness through 

regulated cell death could be triggered by antimicrobial compounds that interfere with protein 

homeostasis and induce clpP expression. To test this hypothesis, we treated the WT strain with 

different classes of antibiotics at the post-exponential phase (25X MIC). We also assessed their 

ability to induce clpP expression (Fig. 3.10E) and induce ClpP-dependent cell death (Table 3.2). 

Our analysis revealed that different antibiotics were able to differentially activate clpP expression 

by 24 h relative to untreated control at the same time-point; notably, aminoglycosides that interfered 

with protein synthesis were most prominent in this regard (Fig. 3.10E). Importantly, we also 

observed a strong positive correlation between the ability of antibiotics that induce clpP expression, 

to also promote clpP-dependent cell death (Pearson coefficient (r)= 0.7612, r2= 0.5794, P=0.0282) 

(Fig. 3.10E and Table 3.2). Collectively, our findings strongly suggest that non-dividing 

populations with irreparable protein damage are targeted for elimination in a ClpXP-dependent 

manner to sustain population fitness. 

3.3 Discussion 

The evolutionary selection of energy-dependent cell death processes in bacteria may have 

its origins in niches where interspecies competition and antimicrobial warfare are commonly 

observed. Antimicrobial compounds and metabolic byproducts such as weak acids that interfere 

with protein homeostasis are frequently produced by competing bacterial species (256, 257). Such 

interactions could adversely bias fitness outcomes of target bacterial populations that are affected 

by the harmful effects of these metabolites (258). While bacteria may transition to non-growing 
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states under these conditions and become more tolerant, the continued stress from these 

antimicrobials is likely to increase the number of damaged cells in the population (259). The 

elimination of unfit cells through an active self-destruction program could improve the competitive 

fitness of the bacterial population when cells re-enter growth under more favorable conditions. 

How are unfit cells eliminated? Studies have shown that stress-induced oxidized protein 

aggregates in the cytoplasm can be lethal (252). However, our findings demonstrate that this is not 

the case in staphylococci that enter stationary phase following acetate stress. Indeed, the clpP 

mutant accumulated more oxidized proteins that aggregated at a faster rate than the wild type strain 

but still survived significantly better in stationary phase. 

According to our model (Fig. 3.11), cells that accumulate damaged proteins in stationary 

phase induce ClpXP expression and activity in response. The extent of intracellular protein damage 

following stress may dictate the fate of cells. When cell division halts and cells enter stationary 

phase, protein quality control is critical because cells can neither dilute damage through cell 

division nor diverge all energy to protein repair as resources are scarce during stationary phase. If 

the damage is beyond repair and affects the competitive fitness of the population, the fitness-

compromised cells must undergo cell death. Our findings suggest that ClpXP potentiates cell death 

by targeting the degradation of SodA. The resulting inability to efficiently detoxify superoxide 

triggers cell death. Several lines of evidence cumulatively support this model. First, acetate 

mediated cytoplasmic acidification increased the expression of both clpX and clpP in stationary 

phase. Consistent with this phenotype, an increase in ClpXP-dependent proteolytic activity could 

be deduced from the degradation of Spx, a ClpXP-specific substrate, and more broadly from the 

profound ClpP-dependent changes in the intracellular proteome of the WT strain during late 

stationary phase. Second, the observed cell death was not related to the chaperone function of ClpX 

in S. aureus (253) as the clpXI265E mutant was unable to initiate cell death in response to acetic acid 

stress. This reconfirmed the role of the ClpXP protease as the primary mediator of cell death. 

Finally, although the abundance of multiple intracellular proteins decreased upon ClpP activation, 
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those involved in countering oxidative stress and redox balance were prominent. SodA activity was 

significantly reduced in the late stationary phase in a ClpP-dependent manner. Furthermore, 

inactivation of sodA in the clpP mutant restored the kinetics of cell death back to WT levels, thus 

highlighting SodA as a target of ClpXP for the induction of cell death in stationary phase. It is 

worth noting that SodA was previously identified as a critical factor for long term-survival of S. 

aureus in stationary phase (260). Thus, ClpXP induces cell death by targeting estblished proteins 

involved in maintaining cell viability. 

 

 

 

 

Figure 3.10. Model of the ClpXP mediated cell death pathway in S. aureus 
S.  aureus accumulates oxidized protein aggregates and turns on the expression of clpX and clpP 

when they encounter antibiotic [Ab] stress or undergo intracellular acidification [H+]. In rapidly 

dividing cells that can dilute the effect of damaged proteins through cell division, the ClpXP 

protease may be sufficient to recycle protein aggregates and restore fitness of cells. However, non-

dividing populations that contain protein aggregates undergo cell death to maintain population 

fitness (left panel). To initiate cell death, the ClpXP protease targets the degradation of SodA which 

results in lethal oxidative damage due to sustained superoxide production. In the clpP mutant (right 

panel), the lack of protein turnover results in the retention of proteins that are highly susceptible to 

oxidation and aggregation. However, the increased levels and activity of SodA promotes cell 

survival due to decreased ROS mediated killing. This image was created with BioRender.com. 
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The toxicity of superoxide is well documented and involves damage to macromolecules 

and metal centers in enzymes that are important for cell viability (261). Irreparable DNA double-

stranded breaks due to Fenton chemistry and oxidation of essential proteins could result in 

permanent loss of replicative ability, resulting in cell death (262). Alternatively, intracellular 

oxidation may activate the Cid and Lrg proteins, which have been previously shown to modulate 

cell death in S. aureus (17).  Although recent evidence suggests that these proteins are involved in 

the transport of metabolites across the cell membrane (263), oxidative stress may trigger their 

oligomerization and pore formation in the cell membrane resulting in cell death (45). Proteomic 

analysis revealed altered levels of several proteins involved in various cellular functions when cell 

death is triggered following stress. Thus, the involvement of additional pathways independent of 

SodA in the regulation of cell death cannot be ruled out. 

While ClpXP can turnover native proteins and control their intracellular abundance (246, 

264), the specific signals that mark SodA for degradation in unfit cells is not known. Similarly, the 

sources of cellular ROS in stress-induced damaged cells remain to be identified. However, the 

ability of ClpXP to regulate cell death appears to be conserved in prokaryotes and eukaryotes. In a 

recent study, the B. subtilis ClpXP protease was shown to eliminate defective sporulation cells by 

degrading SpoIVA and inducing lysis (89). Such a mechanism in B. subtilis was proposed to select 
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against the loss of a sporulation program (89). In E. coli, it was demonstrated that the ClpPA 

protease ultimately promotes survival during starvation and phage infection by inducing toxin-

antitoxin (MazEF)-mediated programmed cell death in a subpopulation of cells. Accordingly, it 

was shown that the ClpPA targets the anti-toxin MazE for degradation, thus freeing the MazF toxin 

to inhibit the translation of essential proteins by cleaving mRNA (23). In eukaryotes, the 

mitochondrial ClpXP protease was found to restrict the lifespan of the fungus P. anserine (265). 

Interestingly, the human ortholog of clpP was also able to reduce the extended lifespan of the P. 

anserine clpP mutant when heterologously expressed in that organism (265), suggesting functional 

conservation of ClpP in controlling cell death and lifespan across the Kingdoms of life. 

Like the clpX mutation, the inactivation of clpC also increased survival of stationary phase 

cells that had undergone protein damage; albeit this was a modest increase in our model. The 

importance of the staphylococcal ClpCP protease in promoting cell death in stationary phase has 

been described in multiple studies (206).  The increased survival of the clpC mutant was attributed 

to a greatly reduced TCA cycle activity resulting from poor aconitase function in this mutant. 

Consequently, the lower cellular energy available to the clpC mutant was hypothesized to prevent 

entry of cells into the energy-dependent death phase (209, 266). Independently, the reduced TCA 

cycle activity and low respiratory potential in the clpC mutant could also result in less ROS 

production and increased stationary phase survival (206, 267). More recently, the ClpCP protease 

was shown to modulate intracellular survival by targeting the MazEF toxin-antitoxin system in S. 

aureus (268). The degradation of the MazE antitoxin by the ClpCP protease resulted in MazF toxin 

mediated bacterial stasis (268). 

Previously, Dwyer et al. demonstrated that antibiotic-stress induced several hallmarks of 

apoptosis in E. coli and enabled the destruction of cells similar to programmed cell death in 

eukaryotes (90). Remarkably, the ClpXP protease was shown to play a significant role in antibiotic-

induced bacterial cell death in addition to RecA and members of the SOS response regulon (90). 

Our findings also highlight a link between certain classes of antibiotics and ClpXP-dependent cell 
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death. Notably, we observed increased clpP expression and ClpP-dependent cell death when 

antibiotics that target bacterial ribosomes like gentamicin, kanamycin, and erythromycin were used 

against S. aureus. These antibiotics primarily disrupt protein homeostasis by blocking protein 

synthesis (269, 270). Although some of these antibiotics are thought to be bacteriostatic (271, 272), 

at high concentrations, most of these antibiotics may become bactericidal due to indirect effects 

from protein damage (269, 273). Our finding that antibiotic-mediated killing can be alleviated by 

inactivating clpP indicates a significant contribution for ClpP proteolysis in cell death during 

antibiotic stress. 

In conclusion, our findings suggest that the activation of ClpXP in non-dividing stationary 

phase cells that are subject to stress will deteriorate cellular antioxidant capacity and ultimately 

result in cell death. This process eliminates unfit cells that accumulate damaged proteins in the 

cytoplasm. We propose that the ClpXP-dependent cell death program in bacteria is evolutionarily 

selected to maintain competitive fitness during growth transition. 
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Table 3-1. Stationary phase death rates (kmax 
҂). 
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҂ kmax values were calculated using GInaFiT (274). 

Statistical significance for Fig. 3.2C was determined using two-tailed Student’s t-test. 

Statistical significance for Fig. 3.3C-4H was determined using one-way ANOVA and Tukey’s 

multiple comparisons test (* p≤0.05, ** p≤0.01, *** p≤0.001, **** p<0.0001). 

 

Figure Strain Kmax Significance Regression model 

Fig. 3.2C WT in TSB-G 0.193 ± 0.015  Log-linear regression 

WT in TSB-

G;MOPS 

0.002 ± 0.0001 

Fig. 3.3C WT 0.159 ± 0.017  Log-linear regression 

clpP 0.066 ± 0.001 

clpP:clpP 0.175 ± 0.027 

Fig. 3.3D WT 0.183 ± 0.0152  Log-linear regression 

clpP 0.066 ± 0.005 

clpC 0.146 ± 0.005 

clpX 0.076 ± 0.005 

Fig. 3.3E WT 0.173 ± 0.230  Log-linear regression 

clpXI265E 0.083 ± 0.005 

clpXI265E::clpX 0.166 ± 0.025 

Fig. 3.7C WT 0.217 ± 0.028  Log-linear regression 

clpP 0.125 ± 0.023 

sodA 0.235 ± 0.023 

clpPsodA 0.240 ± 0.031 

Fig. 3.7D WT 0.183 ± 0.025  Log-linear regression 

clpP 0.066 ± 0.003 

sodM 0.140 ± 0.010 

clpPsodM 0.070 ± 0.010 

Fig. 3.7H WT 0.185 ± 0.010  Log-linear regression 

clpP 0.079 ± 0.010 

ahpC 0.207 ± 0.023 

clpPahpC 0.135 ± 0.016 

Fig. 3.7I WT 0.185 ± 0.010  Log-linear regression 

clpP 0.079 ± 0.010 

katA 0.178 ± 0.008 

clpPkatA 0.072 ± 0.013 
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Table 3-2. Stationary phase death rates (kmax 
҂) following antibiotic treatment. 

 

Antibiotic Strain kmax Significance Regression model 

Kanamycin WT 0.223 ± 0.011 ** Log-linear + 

shoulder clpP 0.175 ± 0.013 

Gentamicin WT 0.223 ± 0.011 * Log-linear + 

shoulder clpP 0.176 ± 0.015 

Erythromycin WT 0.049 ± 0.017 ns Log-linear 

regression clpP 0.028 ± 0.002 

Trimethoprim WT 0.032 ± 0.001 * Log-linear 

regression clpP 0.019 ± 0.007 

Tetracycline WT 0.025 ± 0.005 ns Log-linear 

regression clpP 0.027 ± 0.001 

Chloramphenicol WT 0.086 ± 0.015 * Log-linear + 

shoulder clpP 0.120 ± 0.010 

Vancomycin WT 0.040 ± 0.0003 ns Log-linear 

regression clpP 0.040 ± 0.004 

Oxacillin WT 0.096 ± 0.015 ns Log-linear + 

shoulder clpP 0.083 ± 0.005 

҂ kmax values were calculated using GInaFiT (274) 

Statistical significance was determined using two-tailed Student’s t-test (* p≤0.05, ** p≤0.01, *** 

p≤0.001, **** p<0.0001). 
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 Chapter 4: The role of Spx in the survival of Staphylococcus aureus in 

stationary phase 

4.1 Introduction 

Most of the successful human pathogens, including Staphylococcus aureus, have the ability 

to withstand immune defenses. It not only produces a plethora of virulence factors that affect the 

immune system but it also resists killing by immune effectors (275, 276). Reactive oxygen species 

(ROS) and reactive nitrogen species (RNS) are potent antimicrobial molecules used by cells of the 

innate immune system (primarily neutrophils and macrophages) to kill phagocytized S. aureus 

(276). NADPH oxidase, myeloperoxidase, and nitric oxide synthase are the main enzymes that 

produce the superoxide anion (O2
•‒), hypochlorous acid (HOCl), and nitric oxide (NO‒), 

respectively (276). Hydrogen peroxide (H2O2), hydroxyl radical (OH•), and peroxynitrite are also 

formed during the oxidative burst (276, 277). S. aureus has multiple detoxifying enzymes to help 

it cope with oxidative and nitrosative stress, and they are generated either endogenously or 

exogenously (197, 278–281). Superoxide is detoxified by superoxide dismutase A (SodA) and 

superoxide dismutase M (SodM) to H2O2 and O2, respectively (260, 282, 283), and then H2O2 is 

detoxified by either catalase (KatA) or alkyl hydroperoxide reductase (AhpC) before it interacts 

with free iron to produce OH• through the Fenton reaction (277, 284). These enzymes are 

considered the first line of defense for detoxifying these reactive molecules, and the second line of 

defense consists of low-molecular-weight thiol (bacillithiol), staphyloxanthin, Coenzyme A, and 

the thioredoxin repair system (279, 285, 286). All of the previously discussed oxidative stress 

components are fine-tuned through a complex network of oxidant sensors to ensure a reduced 

intracellular environment in S. aureus (276, 279, 287). 

Spx (suppressor of ClpP and ClpX) is a highly conserved transcription regulator in low-

GC gram-positive bacteria that regulates multiple components of the oxidative stress response, 

including bacillithiol (BSH) biosynthesis, cysteine metabolism, and the activity of the thioredoxin 
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system (288). It is a unique transcription regulator in the sense that it does not bind DNA but it 

does interact with DNA and is co-purified with RNA polymerase (RNAP) (289, 290). Spx interacts 

with the RNAP alpha-subunit, C-terminal domain upstream of the -35 box (at -43/-44 in B. subtilis) 

(291). This interaction with RNAP directly regulates 275 genes, which are either repressed or 

activated by Spx (291). The Spx regulon is mainly triggered by thiol stress, which activates the 

redox-sensitive CXXC motif (redox-sensing switch) (292). The thiol‒disulfide switch at the N-

terminus enhances the central domain’s interaction with the C-terminal domain of the RNAP alpha 

subunit, causing increased transcription of bacillithiol biosynthesis and the thioredoxin system 

(286, 288, 289, 293). These observations are mainly reported in B. subtilis; studies of S. aureus are 

extremely limited. However, S. aureus Spx shares a great deal of homology with B. subtilis Spx, 

suggesting that the functions of Spx in S. aureus and B. subtilis are similar (239). 

Spx has been recognized as a specific ClpXP protease substrate in S. aureus and B. subtilis 

(254, 294). Under specific conditions, the ClpCP of B. subtilis can contribute to Spx degradation 

(295). ClpXP recognizes a specific amino acid sequence at the C-terminal domain of Spx, and the 

YjbH adaptor protein tethers Spx to ClpX to facilitate degradation by the ClpXP complex (296, 

297). Thus, inactivation of S. aureus clpP, clpX, or yjbH causes increased accumulation of Spx 

compared with the wild type strain (217, 239, 296). Inactivation of spx in S. aureus renders the 

bacterial cells sensitive to various stressors, including extremely high and low temperatures, thiol 

stress, and peroxide stress, and it induces biofilm formation because of the induction of the 

polysaccharide intercellular adhesin (PIA) locus, icaABCD (239). Proteomic analysis revealed that 

disruption of spx induces a dramatic change in its proteome (239). Yet, we still do not have enough 

studies to understand the role of Spx in S. aureus physiology. 

Previous observations and our previous study in Chapter 3 suggest that stationary phase 

cell death in S. aureus is a ClpXP-regulated mechanism that exhibits PCD hallmarks resembling 

those of apoptosis in eukaryotic cells. These hallmarks are, possibly, downstream effects of changes 

in stationary phase cell physiology. In this study we aimed to explore whether Spx is part of the 
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ClpXP-mediated cell death mechanism and how it affects cell physiology in the stationary phase. 

Our results indicate that Spx is not only essential for stationary phase survival but also is a good 

target at which ClpXP can aim to kill the cell. We also determined that the adaptor protein, YjbH, 

acts as an accelerator of cell death by enhancing Spx degradation. Our results demonstrate that the 

redox-sensing switch of Spx plays a central role in promoting stationary phase survival by 

activating the thioredoxin system to maintain a reduced intracellular environment. 

4.2 Results 

Spx is necessary for stationary phase survival under oxidative stress 

Previously, we showed that growth in conditions of excess glucose triggers ClpXP-

mediated cell death, in which native proteins that are important for stationary phase survival under 

acid stress are targeted. Multiple substrates were of interest because of their roles in combating 

oxidative stress, which drives cell death in addition to cytoplasmic acidification. One of these 

identified substrates is Spx, which we used previously as a proxy to evaluate the activity of ClpXP 

in the stationary phase. Spx was clearly detected on a western blot at 24 hours of growth (Fig. 3.3F) 

but not at 72 hours, and these observations indicate that Spx is probably connected to the stationary 

phase cell death network. Given that Spx is essential for S. aureus viability (298), we hypothesized 

that ClpXP targets essential proteins, such as Spx, to regulate stationary phase cell death. 

Because of how essential Spx is for cell viability, we used a Δspx mutant that was 

successfully generated in the S. aureus 8325-4 strain (239) to evaluate the role of Spx for stationary 

phase cell survival following aerobic growth in Tryptic Soy Broth (TSB) supplemented with 45 

mM of glucose. The stationary phase survival of the Δspx mutant was severely compromised 

compared with that of the S. aureus 8325-4 wild-type strain. It showed diminished viability at 48 

hours of growth in TSB-45 mM glucose (Fig. 4.1A, Table. 5.1). Chromosomal complementation 

of the Δspx under the control of its native promoter restored the stationary phase survival similar 
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to that in the S. aureus 8325-4 wild-type strain (Fig. 4.1A Table. 5.1); this suggested that the 

phenotype was not a result of the suppressor mutations reported in this strain (298). Given that 

increased ROS and decreased cellular respiration are hallmarks of PCD during S. aureus stationary 

phase cell death following growth in TSB supplemented with excess glucose (105), we 

hypothesized that the increased cell death of the Δspx mutant was due to an increased accumulation 

of ROS following cytoplasmic acidification. To test this hypothesis, the S. aureus 8325-4 wild-type 

strain, Δspx, and Δspx-Comp were grown in TSB-45 mM glucose and cells were harvested at 24 

hours and 72 hours to assess cellular respiration and ROS in the stationary phase using flow 

cytometry. The cell-permeable 5-Cyano-2,3-ditolyl tetrazolium chloride (CTC) redox dye was used 

to detect cellular respiration, and the hydroxyphenyl fluorescein  (HPF) cell-permeable fluorescent 

reporter, which detects hydroxyl radicals, was used as a proxy to evaluate ROS accumulation (225, 

226). It was not surprising to see that all strains had similar respiring populations at 24 hours and 

decreased cellular respiration at 72 hours on CTC staining (Fig. 4.1B) since these are trends that 

have been reported before (105). However, the HPF-positive population was negligible at 24 hours 

in all strains, whereas at 72 hours there were 15% more HPF stained cells in the Δspx mutant 

compared with the S. aureus 8325-4 wild-type strain (Fig. 4.1B), a phenotype that was successfully 

complementable (Fig. 4.1B). These results indicate that Spx is important for stationary phase 

survival and that the ClpXP-dependent degradation of Spx causes increased ROS in the stationary 

phase of growth. 

Given that growth in TSB-45 mM glucose buffered with MOPS at pH 7.3 inhibits 

stationary phase cell death and prevents a high Spx turnover rate by ClpXP (Fig. 3.2C and 3.2F), 

we explored the role of Spx in stationary phase survival. The viability of S. aureus 8325-4 wild-

type cells grown in TSB-45 mM glucose with 100 mM MOPS was completely rescued in the 

stationary phase (Fig. 4.1C, Table. 5.1). However, buffering the medium with MOPS only partially 

rescued the cell death of Δspx (Fig. 4.1C, Table. 5.1). Accordingly, cells of the wild-type strain and 

the Δspx mutant stained with HPF and CTC to evaluate cellular respiration and ROS accumulation 
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showed no difference at 24 hours (Fig. 4.1D), whereas the Δspx mutant exhibited decreased 

respiration and increased ROS at 72 hours of growth (Fig. 4.1D). These interesting observations 

indicate that Spx possibly prevents ROS-dependent inactivation of cellular respiration. These 

results indicate that Spx is critical for S. aureus stationary survival and plays a role in maintaining 

the intracellular environment in a reduced state to survive stationary phase (Fig. 4.1D). 
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Figure 4.1. Spx enhances stationary phase survival under stress and non-stress conditions 

(A) Survival assay of S. aureus 8325-4 and its isogenic ∆spx and ∆spx complemented strain (∆spx-

C) in TSB-45 mM glucose. Survival was monitored over a period of 120 hours. (B) Flow cytometry 

of S. aureus 8325-4, ∆spx, and ∆spx-C cells stained with CTC and HPF harvested at 24 hours and 

72 hours of growth in TSB-45 mM glucose. (C) Survival assay of S. aureus 8325-4, ∆spx, and 

∆spx-C in TSB-45 mM glucose supplemented with 100 mM MOPS (pH 7.3). (D) CTC- and HPF-

stained 8325-4, ∆spx, and ∆spx-C cells grown in TSB-45 mM glucose supplemented with 100 mM 

MOPS (pH 7.3). Cells were collected at 24 hours and 72 hours of growth and analyzed using flow 

cytometry. (n = 3, mean ± SD.) 
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The redox-sensing switch of Spx is not essential for S. aureus viability 

 Spx interaction with the C-terminal domain of RNA polymerase changes when disulfide 

bonds form between the redox-active cysteine residues at position 10 and position 13 of the Spx 

(289). Oxidation of the CXXC motif (redox-sensing switch) of Spx activates or represses the Spx 

regulon under oxidative stress (289). Given that we showed that Spx is critical for stationary phase 

survival, we investigated whether the oxidation/reduction of the CXXC motif mediates stationary 

phase survival. Multiple attempts to generate spx deletion in the S. aureus USA300 JE2 strain were 

unsuccessful, and this confirmed the essential status of the spx gene across different backgrounds 

of S. aureus strains. Work by Villanueva et al showed that bypassing the essentiality of spx can be 

achieved by overexpressing one of two known targets of Spx, the genes encoding thioredoxin 

(TrxA) or thioredoxin reductase (TrxB), in trans under the control of an Spx-independent promoter 

(298). Thus, to generate an spx deletion in JE2, we expressed TrxB chromosomally at the SapI site 

under the control of the constitutive promoter sarA to form the strain, JE2::pAQ69 (Fig. 4.2A). 

Using allelic exchange, we were able to delete spx in this background, generating the 

JE2::pAQ69Δspx strain. The goal of expressing TrxB constitutively from a single copy on the 

chromosome is to avoid plasmid loss during long stationary phase survival experiments and to 

express TrxB enough to make the cell viable only upon the loss of spx. Interestingly, a substitution 

of one amino acid of Cys (Cysteine) at position 10 to Ala (Alanine) to block the intramolecular 

disulfide bond between Cys at 10 and Cys at 13 was easily generated using allelic exchange, and it 

led to the formation of spxC10A in the JE2 background. This clearly suggests that the oxidation of 

Spx is not essential for S. aureus cell viability. In other words, reduced Spx can express enough 

trxA and trxB to keep cells viable. 

 To evaluate the role of Spx and SpxC10A in the support of aerobic growth, JE2::pAQ69, 

JE2::pAQ69spxC10A, and JE2::pAQ69Δspx were grown in TSB and growth was monitored 

spectrophotometrically. Interestingly, JE2::pAQ69spxC10A grew at the same rate as the JE2::pAQ69 

wild-type background, exhibiting no growth defect, suggesting that the CXXC motif of Spx is 



79 

 

dispensable for S. aureus growth under standard aerobic growth conditions (Fig. 4.2B). In contrast, 

JE2::pAQ69Δspx grew poorly compared with JE2::pAQ69 or JE2::pAQ69spxC10A. Importantly, the 

growth defect in JE2::pAQ69Δspx was complemented in trans, indicateing that Spx is necessary 

for the growth of S. aureus independent of its oxidation state under these tested conditions (Fig. 

4.2B). In addition, since Spx is known for its role in combating thiol stress (288, 292, 299), we 

aimed to evaluate the role of Spx and its oxidation state in growth under thiol stress. Locking Spx 

into a reduced state increased the sensitivity of S. aureus to the thiol-oxidizing agent diamide, where 

JE2::pAQ69spxC10A had an increased growth defect compared with the JE2::pAQ69 wild-type strain 

(Fig. 4.2C). However, JE2::pAQ69Δspx was more sensitive to thiol stress than JE2::pAQ69spxC10A 

(Fig. 4.2C). Therefore, we subjected JE2 and spxC10A to 0.5 mM diamide during exponential growth 

and cells were collected for RNA-seq analysis to investigate how cells lacking the Spx redox-

sensing switch adapt to thiol stress in comparison to the wild type strain. Interestingly, under non-

stress conditions, the transcriptome of the spxC10A mutant at exponential phase of growth resembles 

that of the wild type strain (Fig. 4.3A), and three hypothetical genes were slightly upregulated in 

the wild type strain compared to that of the spxC10A mutant (Fig. 4.3A). However, the transcriptome 

of diamide treated strains revealed that 373 genes were expressed in both the wild type strain and 

spxC10A mutant, 497 genes were unique to wild type, and 328 were unique to the spxC10A mutant (Fig. 

4.3B). Although the genes expressed in both strains indicate similar Spx-independent responses to 

thiol stress, the lack of the Spx redox-sensing switch in the spxC10A mutant dramatically increased 

the magnitude of the response, suggesting the presence of increased thiol stress in the spxC10A 

mutant compared to the wild type strain (Fig. 4.3C). Accordingly, it was not surprising to see that 

the highest upregulated genes in the spxC10A mutant were genes involved in protein quality control, 

including the CtsR regulon (clpP, clpC, clpB, mcsA, and mcsB) and the heat shock proteins (groES, 

groEL, and dnaK), and the potential-diamide reducing enzyme (azoR), because these are common 

bacterial responses to thiol stress (300–304). The 497 unique genes differentially expressed in the 

wild type strain (Fig. 4.3D) indicated that these genes are directly or indirectly regulated by the 
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oxidized form of Spx. Enrichment analysis indicated that these unique genes are part of multiple 

cellular processes (Fig. 4.3F), suggesting a global regulatory role for the Spx redox-sensing switch 

under thiol stress. Interestingly, most of the 328 unique genes expressed in the spxC10A mutant falls 

in the same category of cellular processes as those expressed only in the wild type strain (Fig. 

4.3G). However, the number of genes in each functional category was generally less compared to 

those expressed only in the wild type strain (compare Fig. 4.3G to Fig. 4.3F, see Appendix Table. 

S1 and S2). These results suggest that Spx is critical for maintaining the intracellular environment 

in a reduced state and that the ability of Spx to sense the redox status maximizes the response 

against thiol stress. 
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Figure 4.2. Spx is required for S. aureus growth independent of its redox-sensing switch 

(A) Diagram demonstrates experimental workflow of allelic exchange process to generate spx 

mutant. Single copy of trxB driven by sarA promoter is integrated at the chromosomal SapI site of 

wild type JE2, generating JE2::pAQ69, which is subsequently used for allelic exchange. (B) 

Growth curve of JE2::pAQ69 and its isogenic mutants JE2::pAQ69∆spx and JE2::pAQ69spxC10A , 

and JE2::pAQ69∆spx-C (in trans complementation) in TSB (C) Growth curve of JE2::pAQ69 and 

its isogenic mutants JE2::pAQ69∆spx and JE2::pAQ69spxC10A in TSB containing 3 mM diamide. 

Growth curve was plotted as a measure of turbidity at OD600. (n = 3, mean ± SD.) 
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Figure 4.3 Transcriptomic analysis of after thiol stress 
(A) Volcano plot representing transcriptome of JE2 compared to spxC10A mutant grown 

aerobically in TSB without stress, 15 minutes after cells reached 1 OD unit. (B) Venn diagram 
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representation of the common and unique genes that are differentially expressed after exposure to 

0.5 mM diamide for 15 minutes after reacing 1 OD unit of growth. (C) Heatmap representing the 

commonly upregulated and downregulated genes in the wild type and spxC10A mutant after diamide 

stress. Volcano plots representing all the uniquely expressed genes in (D) wild type and (E) spxC10A 

mutant after diamide challenge. ShinyGo V0.060 (305) enrichment analysis of the top ten cellular 

pathways were affected from (F) wild type and (G) spxC10A mutant unique genes. The enrichment 

analysis was performed using KEGG pathways source. Volcano plot cut of was set to P-value ≤ 

0.05 and log2 fold change ≥ 2.0. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



84 

 

The redox-sensing switch of Spx enhances stationary phase survival  

 We have shown that Spx is important for stationary phase survival in the S. aureus 8325-4 

strain. The question to be answered now is does Spx-mediated stationary phase survival require a 

functional redox-sensing switch of Spx? To answer this question, we first evaluated the stationary 

phase survival of JE2::pAQ69 and its isogenic mutant, JE2::pAQ69Δspx, grown in TSB-45 mM 

glucose. JE2::pAQ69Δspx lost viability at a faster rate than JE2::pAQ69, confirming the role of 

Spx in JE2 S. aureus stationary phase survival (Fig. 4.4A, Table. 4.1). Interestingly, the spxC10A 

mutant, which only expresses a reduced form of Spx, exhibited a rate of cell death similar to that 

of the wild type (Fig. 4.4B, Table. 4.1). This observation may not be conclusive for evaluating the 

role of the Spx redox-sensing switch in stationary phase survival, because SpxC10A is most likely 

to be completely degraded by day 3, as in the wild-type Spx variant; this is an observation that we 

have validated by western blot (Fig. 3.3F). Therefore, this experiment can only be achieved if we 

use a mutant that will not be able to degrade Spx. We have shown that inactivation of the clpP 

enhances stationary phase survival and prevents degradation of Spx (Fig. 3.3F and Fig. 3.3C). 

Blocking the formation of the intramolecular disulfide bond of Spx in the clpPspxC10A mutant 

dramatically increased stationary phase death of the clpP mutant, as in the wild type and spxC10A 

(Fig. 4.4C, Table. 4.1). Furthermore, expressing the native spx gene from a single copy on the 

chromosome controlled by its native promoter restored the viability of the clpPspxC10A mutant, 

suggesting that survival of the clpP mutant requires not only Spx but also a functional Spx redox-

sensing switch (Fig. 4.4C, Table. 4.1). These results demonstrate that Spx is critical for stationary 

phase survival and that it enhances survival when it is activated by the oxidation of its redox-sensing 

switch. 
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Figure 4.4. Redox-sensing switch of Spx enhances survival of clpP mutant 

Long-term survival assay of (A) JE2::pAQ69 and its isogenic mutant JE2::pAQ69∆spx. (B) JE2 

and JE2spxC10A. (C) JE2 and its isogenic mutants clpP, spxC10A, clpPspxC10A, and clpPspxC10A::spx 

(chromosomally complemented with spx) grown in TSB-45 mM. Cell viability was evaluated every 

24 hours for 120 hours on TSA plates. (n = 3, mean ± SD.) 
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YjbH is a partial contributor to ClpP-mediated cell death 

ClpP-dependent proteolysis requires the AAA+ chaperones to recognize a substrate, unfold 

it, and then pass it to the proteolytic chamber of ClpP to start hydrolysis (306). This process 

sometimes is mediated by specific adaptor proteins that help in the recognition of the substrate’s 

degron, which is a degradation signal located at the C-terminus or N-terminus of a protein (80, 

307). The Spx degron is located at the C-terminus of the protein that the YjbH adaptor protein 

recognizes and exposes to facilitate the degradation process by ClpXP (308). Given that the ClpXP-

dependent degradation of Spx causes cell death, we hypothesized that the inactivation of the gene 

encoding YjbH will slow the turnover rate of Spx, thus, decreasing stationary phase death. 

To test this hypothesis, JE2 and its isogenic mutants clpP and yjbH were grown in TSB-45 

mM glucose and the cell viability was evaluated every day for 5 days. Survival of the yjbH mutant 

had an intermediate phenotype between the wild type and the clpP mutant, suggesting that slowing 

Spx degradation decreases the rate of cell death mediated by ClpXP (Fig. 4.5A, Table. 4.1). If YjbH 

truly mediates cell death with ClpXP through Spx, but not due to other unknown effects, then the 

intermediate survival phenotype should correlate with the Spx-dependent effect on ROS in the 

stationary phase. To evaluate ROS accumulation in the yjbH mutant in comparison with the wild 

type strain and the clpP mutant, cells were stained with HPF at 24 hours and 72 hours of growth in 

TSB-45 mM glucose. As expected, the results demonstrate no differences in HPF-positive cells at 

24 hours of growth between all the tested strains (Fig. 4.5B). At 72 hours of growth, the wild type 

had more HPF-positive cells than the clpP mutant, whereas the yjbH mutant had a number of HPF-

positive cells that was intermediate between the wild type and the clpP mutant (Fig. 4.5B); this 

phenotype correlated with a modest increase in yjbH mutant survival (Fig. 4.5A). These 

observations indicate that YjbH enhances ClpXP-mediated cell death by facilitating Spx 

degradation, subsequently increasing the formation of ROS and, presumably, damage to 

macromolecules. 
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YjbH partially mediates the ClpXP-mediated degradation of Spx by interacting with the 

last two amino acids at the C-terminus, and deleting 12 amino acids of the Spx C-terminus renders 

the protein resistant to degradation by ClpXP and abolishes the binding of YjbH to Spx yet keeps 

it a transcriptionally active protein (308). Therefore, we hypothesized that blocking the interaction 

of YjbH with Spx would partially rescue ClpXP-mediated cell death. Cells expressing the SpxΔC-

HA (Spx lacking the C-terminal domain and tagged with HA-tag) variant from a single copy at the 

SapI site controlled by its native promoter were grown in TSB-45 mM glucose, and survival was 

monitored as described above. Indeed, expressing Spx lacking the degradation signal enhanced 

survival of JE2::SpxΔC-HA compared with the JE2:pJC1111 wild-type strain (Fig. 4.5C, Table. 

4.1). Another approach to slow the cooperative degradation of Spx by ClpXP and YjbH is to modify 

the last two amino acids in the C-terminus degradation signal from Ala (Alanine) and Asn 

(Asparagine) to two Asp (Aspartic acid) (308). This strategy was successful in B. subtilis, 

generating ClpP-resistant Spx (308). Interestingly, the native S. aureus Spx already has one Asp at 

the C-terminus (Fig. 4.4D). Because changing any of the last three amino acids at the C-terminus 

to Asp reduces recognition of the degradation signal by ClpXP (309), we generated a gene encoding 

an Spx variant with three Asp residues at the C-terminus (SpxDDD) and introduced it into the stable 

low-copy vector, pKK22, driven by its native promoter, aiming to make a more stable and 

functional Spx. Expressing SpxDDD in JE2 significantly increased its stationary phase survival 

(Table. 4.1), compared with that of JE2:pKK22 when grown in TSB-45 mM glucose (Fig. 4.5D, 

Table. 4.1). Collectively, these results indicate that recognition of the Spx through the C-terminal 

degradation signal is required for ClpXP/YjbH-mediated cell death of S. aureus. 

 

 

 



88 

 

 

Figure 4.5. YjbH contributes to cell death by enhancing Spx degradation 

(A) Survival assay of the wild-type JE2, yjbH, and clpP mutants in TSB-45 mM glucose. (B) 

Histogram of JE2, yjbH, and clpP cells stained with HPF at 24 hours and 72 hours of growth in 

TSB-45 mM glucose and analyzed using flow cytometry. (C) and (D) 120-hour survival assay of 

cells expressing ClpP-resistant Spx variants in comparison with their corresponding wild type, 

grown in TSB-45 mM glucose. JE2::spx∆C-HA strain expresses Spx lacking the C-terminal from 

single copy in the chromosome driven by its native promoter. JE2 SpxDDD is expressed from low-

copy plasmid under the control of spx native promoter. Cell viability was evaluated every 24 hours 

for 120 hours on TSA plates. (n = 3, mean ± SD.) 
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Spx increases stationary phase survival independent of superoxide dismutase 

 How does Spx enhance stationary phase survival? We have shown that ClpXP mediates 

cell death by targeting the antioxidant capacity of S. aureus, causing increased ROS and, 

subsequently, damage to macromolecules (Fig. 3.2 A-B and Fig. 3.7A) (105). Given that the 

inactivation of spx increases cell death because of an increased accumulation of ROS (Fig. 4.1B-

D), we aimed to explore the role of Spx in controlling the antioxidant capacity of S. aureus in the 

stationary phase. We concluded that SodA is the major antioxidant enzyme required for stationary 

phase survival of the clpP mutant (Fig. 3.7A-F) and that the functional redox-sensing switch of Spx 

enhances clpP mutant survival (Fig. 4.4C). Therefore, we investigated the SOD activity in 

clpPspxC10A mutant and compared it with that of the clpP mutant to evaluate the role of Spx in 

controlling SodA activity. The wild-type, clpP, spxC10A, and clpPspxC10A strains were grown in TSB-

45 mM glucose, and cells were harvested at 24 and 72 hours to determine the intracellular activity 

of SodA, SodM, and the SodA/M hybrid using a zymogram. At 24 hours of growth, the SOD 

activity of the clpP mutant was significantly higher compared with that in the wild type, whereas 

the clpPspxC10A strain had slightly higher SOD activity compared with that of the wild-type or 

spxC10A strain. However, at 72 hours of growth, clpPspxC10A maintained comparable SodA activity 

with that in the clpP mutant despite an increase in death (Fig. 4.6 and Fig. 4.4C). These observations 

suggest that the redox-sensing switch of Spx decreases ROS and enhances clpP mutant survival 

independent of SodA. 

 Spx plays a significant role in maintaining intracellular redox homeostasis in B. subtilis by 

controlling the expression of thioredoxin and thioredoxin reductase and the low-molecular-weight 

bacillithiol biosynthetic genes (288). Although bacillithiol synthesis is controlled by Spx, the 

redox-sensing switch is not required to activate the transcription of the biosynthetic operon (288). 

However, a basal level of Spx is required to transcribe the trxA and trxB genes, yet a high induction 

of the thioredoxin system requires the redox-sensing switch of Spx under thiol stress (288). We 

observed similar results in S. aureus spxC10A challenged with diamide (Fig. 4.3D&F). Thus, we 
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hypothesize that Spx and its redox-sensing switch enhance stationary phase survival by inducing 

activity of the thioredoxin system. Given that trxA and trxB are essential genes in S. aureus, we 

placed trxB under the control of the constitutive sarA promoter so that it is expressed in the wild 

type strain independent of Spx, which is degraded by ClpXP. We grew the JE2trxB, clpPpVT1, 

and JE2pVT1 strains in TSB-45 mM glucose, and the cell viability was monitored for 96 hours. As 

expected, overexpression of thioredoxin reductase enhanced the survival of the JE2trxB strain 

compared with the JE2pVT1 control strain (Fig. 4.7A, Table. 4.1). However, the JE2trxB strain did 

not survive to the level of the clpPpVT1 strain, suggesting that additional factors, primarily ROS 

detoxifying enzymes, are still compromised by ClpXP that targets the antioxidant capacity of the 

cell to induce death (Fig. 4.7A, Table. 4.1). To investigate whether the thioredoxin system 

contributes to clpP mutant survival as a result of active Spx, the expression of trxA in the wild type 

and the clpP mutant grown in TSB-45 mM glucose was evaluated using the real-time polymerase 

chain reaction. At 6 hours of growth, trxA was significantly higher in the clpP mutant than in the 

wild type strain, whereas at 24 hours trxA expression was increased by only 1.2-fold in the clpP 

mutant compared to that of the wild type (Fig. 4.7B). The proteomic analysis from Chapter 3 (Fig 

3.5B and 3.6C&D) indicated that no difference was found in the TrxB or TrxA protein levels in the 

clpP mutant relative to the JE2 strain at 24 hours of growth in TSB-45 mM glucose. However, at 

72 hours of growth in TSB-45 mM glucose, TrxA and TrxB were significantly higher in the clpP 

mutant compared to the wild type strain (2.97-fold and 2.31-fold; p-value = 0.008 and 0.005, 

respectively). These results indicate that Spx enhances stationary phase survival by maintaining the 

intracellular redox environment in a reduced state. 
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Figure 4.6. Spx does not enhance survival by increasing activity of SOD 

Zymography representing the intracellular activity of SodA, SodM, and SodA/M hybrid at 24 hours 

and 72 hours of JE2 and clpP, spxC10A, and clpPspxC10A mutant cells grown in TSB-45 mM glucose. 

An amount of 50 μg of cellular lysate protein was resolved on a 4% to 20% gradient native gel and 

then developed using riboflavin as an O‒ generator in the presence of light (sun or fluorescent lamp). 

O‒ is reduced with nitro blue tetrazolium to formazan, forming dark blue color. Picture color was 

inverted for easier visualization. 
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Figure 4.7. Expression of thioredoxin reductase independent of Spx enhances survival 

(A) Survival assay of the wild-type S. aureus expressing thioredoxin reductase constitutively from 

P1 sarA promoter (JE2trxB), JE2 pVT1, and clpPpVT1 in TSB-45 mM glucose over a period of 

120 hours. Viable cells were counted on TSA plates after track dilution, as described in the section 

Materials and Methods. (B) Real-time PCR representing gene expression of trxB in clpP mutant 

relative to the wild-type JE2 strain evaluated at 6 hours and 24 hours from cells grown in TSB-45 

mM glucose. (n = 3, mean ± SD.) Statistical analysis was determined using two-tailed Student’s t-

test. (* p ≤ .05, ** p ≤ .01, *** p ≤ .001). 
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Table 4-1. Stationary phase death rates (kmax 
҂). 

 

҂ kmax values were calculated using GInaFiT (274). 

Statistical significance for Fig. 4.3B was determined using two-tailed Student’s t-test. 

Statistical significance for Fig. 4.1A-4.8A was determined using Ordinary one-way ANOVA and 

Dunnett’s multiple comparisons test (* p≤0.05, ** p≤0.01, *** p≤0.001, **** p<0.0001). 

 

Figure Strain Kmax Significance Regression 

model 

Fig. 4.1A 8325-4WT 0.195 ± 0.020  Log-linear 

regression 
8325-4 Δspx 0.302 ± 0.002 

8325-4 Δspx-C 0.212 ± 0.002 

Fig. 4.1C 8325-4WT 0.013 ± 0.001  Log-linear 

regression 
8325-4 Δspx 0.196 ± 0.001 

8325-4 Δspx-C 0.021 ± 0.001 

Fig. 4.3A JE2::pAQ69 0.211 ± 0.004  Log-linear 

regression 
JE2::pAQ69 Δspx 0.304 ± 0.054 

Fig. 4.3B JE2 0.211 ± 0.001  Log-linear 

regression 
JE2 spxC10A 0.207 ± 0.001 

Fig. 4.3C JE2 0.210 ± 0.001  Log-linear 

regression 
clpP 0.100 ± 0.014 

JE2 spxC10A 0.207 ± 0.001 

JE2 clpPspxC10A 0.203 ± 0.006 

JE2 clpPspxC10A::spx 0.146 ± 0.008 

Fig. 4.4H JE2 0.204 ± 0.004  Log-linear 

regression 
clpP 0.134± 0.012 

yjbH 0.076± 0.008 

Fig. 4.4C JE2:: pJC1111 0.233 ± 0.011  Log-linear 

regression 
JE2:: spxΔC-HA 0.1567 ± 0.005 

Fig. 4.4D JE2 pKK22 0.208 ± 0.006  Log-linear 

regression 
JE2 spxDDD 0.1783 ± 0.011 

Fig. 4.8A JE2 pVT1 0.216 ± 0.004  Log-linear 

regression 
clpP pVT1 0.070 ± 0.006 

JE2 trxB 0.140 ± 0.009 
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4.3 Discussion 

 ClpXP regulates cell death to enhance the fitness of a population by selectively killing 

fitness-compromised cells. We previously have identified multiple potential substrates that were 

affected by ClpXP and this study focused on unveiling the importance of the essential protein Spx 

for stationary phase survival. We discovered that Spx is not only important for growth but also for 

survival in the stationary phase in TSB-45 mM glucose and TSB-45 mM glucose buffered medium. 

This suggests that there is a strong correlation between redox homeostasis and stationary phase 

survival. Spx was critical for survival, and its redox-sensing switch contributed significantly to its 

ability to promote survival. Our previous observations pointed to a potentially fast turnover of Spx 

by ClpXP when cytoplasmic acidification occurred, and here we established that the YjbH adaptor 

enhances ClpXP-mediated cell death by facilitating the degradation of Spx. Thus, the inactivation 

of yjbH rescued the process of ClpXP-mediated cell death and decreased the process of ROS 

accumulation, and the manipulation of the C-terminus degradation signal, which interacts with 

YjbH, enhanced stationary phase survival. Our observations indicated that the primary role of Spx 

in stationary phase survival is to maintain redox homeostasis and minimize ROS accumulation. 

Although the intracellular concentration of bacillithiol (BSH) reaches 5 mM in B. subtilis (310) and 

its biosynthetic genes are controlled by Spx (288), S. aureus has redundant redox-buffering 

molecules, such as cysteine and coenzyme A (CoASH), which can compensate for the loss of BSH 

(279, 299, 311). Thus, we conclude that Spx mediates survival by maintaining a reduced 

intracellular environment through the thioredoxin system, and BSH biosynthesis may not 

contribute to the process. 

 The results of this study also demonstrate that the accumulation of Spx in S. aureus 

adversely affects bacterial growth (312–314) and the inactivation of the spx gene is detrimental to 

cell viability (298). Thus, generating ClpP-resistant Spx was a challenging step because too much 

Spx was toxic to the cells and survival assays did not produce conclusive data. Partial rescue was 

only observed when Spx was expressed from a single copy on the chromosome or a low-copy-
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number plasmid (Fig. 4.5C&D). Although Spx expression increases dramatically under acetic acid 

stress starting from post exponential phase of growth through the stationary phase (Fig. 3.3G), it is 

likely that ClpXP and YjbH can manage to degrade native or ClpP-resistant Spx at a faster rate. 

Additionally, a better survival trend was observed with trxB overexpression when it was under the 

control of a constitutive promoter (Fig. 4.7A). We believe that plasmid loss in the stationary phase 

is inevitable with a 5-day survival assay under acetic acid stress, which contributes to the short 

period of enhanced survival of JE2trxB (Fig. 4.7A). 

 YjbH contributes to Spx degradation continuously as part of the posttranscriptional 

regulation of Spx in firmicutes (296, 308). Under nonstress conditions, YjbH is soluble and 

interacts with Spx to facilitate degradation; however, when exposed to stress, YjbH immediately 

aggregates (219, 315). Thus, the inactivation of yjbH, or thiol stress, oxidative stress, and 

antibiotics, can cause an accumulation of Spx inside a cell of S. aureus or B. subtilis despite the 

presence of active ClpXP (219, 296, 315). Interestingly, although S. aureus YjbH contains four 

cysteine residues, YjbH aggregation and Spx degradation occur independent of the YjbH cysteine 

residues (296). It is intriguing to observe that YjbH maintains its activity and mediates cell death 

despite acidification of the cytoplasm, which caused the increased accumulation of protein 

aggregates (Fig. 3.2B&C). Given that YjbH interaction with Spx is inhibited by the anti-adaptor 

YirB in B. subtilis (297), there may be conditions where Spx is in high demand but YjbH is not 

aggregating to decrease Spx degradation. We speculate that under our testing conditions with high 

levels of glucose, YjbH was not aggregating, and the antiadaptor, which has not been identified in 

S. aureus, was not inhibiting YjbH.  

How does the thioredoxin system promote survival and reduce ROS? TrxA mediates the 

reduction of intermolecular or intramolecular disulfides in proteins, and TrxB reductase reduces 

oxidized TrxA, using nicotinamide adenine dinucleotide phosphate (NADPH) as an electron donor 

(316). The thioredoxin system repairs disulfides of proteins that are formed as a result of oxidative 

stress or during the catalysis of some enzymes, such as ribonucleotide reductase and methionine 
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sulfoxide reductase  (316, 317). Multiple studies have tried to identify the thioredoxin system 

substrates using multiple approaches in vitro and in vivo (317, 318). Comprehensive and thorough 

studies in E. coli have identified more than 260 thioredoxin substrates, which include some of the 

ROS detoxifying enzymes, such as KatG, AhpC, and SodB (317, 318). We speculate that Spx 

reduces ROS accumulation by maintaining an active thioredoxin system that keeps AhpC active, 

which is suspected to be reduced by the thioredoxin system (317, 319). Additionally, cysteine 

residues in AhpC are critical for enzyme activity; substitution of Cys residues near the active site 

negatively affects the enzymatic activity of AhpC (320, 321). Given that the HPF staining we used 

to evaluate the presence of ROS in spx and yjbH mutants detects primarily hydroxyl radicals (225), 

and SodA is active in clpPspxC10A, we speculate that when O2
‒ is detoxified by SodA, H2O2 

accumulates and is converted into the hydroxyl radical (OH•) through Fenton chemistry (261, 262). 

The hydroxyl radical is a highly reactive ROS and it is extremely potent compared with other ROS 

(277, 322). The only way by which H2O2 can be detoxified under our testing condition is through 

AhpC because KatA did not have a role in survival as its inactivation in clpP mutant background 

did not increase cell death (Fig. 3.7H&I). Thus, overexpression of TrxB most likely promoted 

survival by maintaining an active AhpC to scavenge H2O2 before it was converted to OH•. 

In conclusion, acetate-mediated cell death in S. aureus starts with the metabolism of excess 

glucose into acetate, which induces expression of the cell death operon, cidABC (205). The carbon-

overflow metabolic pathway CidC is activated, and acetate is generated from pyruvate, leading to 

a buildup of acetate in the medium (205). Consequently, the pH of the medium approaches the pKa 

of acetate, which becomes protonated and neutrally charged (105). At this point, acetate can 

passively diffuse across the bacterial membrane, and as a result, protons are released into the 

cytoplasm, causing cytoplasmic acidification (105). Cytoplasmic acidification is followed by PCD 

hallmarks, including increased ROS and decreased respiration and viability (105). Our work 

indicates that cells undergo irreparable protein damage during weak acid stress. In response, ClpXP 

compromises two independent cellular processes to eliminate the damaged cells and maintain 
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overall population fitness. First, it targets the antioxidant enzymes, causing increased cellular ROS 

and damage to macromolecules. Second, it targets the degradation of Spx which controls 

transcription of the essential trxA and trxB genes. The latter process is likely to promote the ROS-

mediated death of unfit cells by reducing the thiol buffering capacity of the cell. 
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 Chapter 5: Concluding remarks 

5.1. Main findings 

Using genetic, physiological, and biochemical techniques, we provided multiple lines of 

evidence that ClpXP regulates cell death in S. aureus. Protein damage is well known to have 

detrimental effects on cell viability (11, 323, 324). Yet, we concluded that acetic acid-induced cell 

death is not due to the passive toxicity of damaged proteins. Counterintuitively, cell death is 

mediated by the protease that should eliminate protein damage, ClpP, with the help of the AAA+ 

chaperone ClpX and the adaptor YjbH. We propose that three components cooperatively target 

native proteins instead of damaged proteins to disrupt cellular processes that are important for 

stationary phase survival. Transcriptional and posttranscriptional modulation of ROS detoxification 

enzymes by ClpXP causes increased ROS accumulation and, subsequently, cell death. Additional 

observations indicate that the effect of ClpXP is not exclusive to ROS. We found that the 

thioredoxin system is also affected because of Spx posttranscriptional modulation with the help of 

the adaptor protein YjbH. Thus, rescuing Spx degradation either by inactivation of clpP, clpX, or 

yjbH or by generation of ClpP-resistant Spx variants promotes survival. Stable Spx is critical for 

survival in the stationary phase to maintain the intracellular environment reduced by upregulating 

expression of the thioredoxin system, and this only occurs if the Spx redox switch is activated 

through the formation of a disulfide bond in the CXXC motif. These sequential events occur as a 

result of cytoplasmic acidification, where cells accumulate damage over time that affects their 

ability to replicate (replicative fitness) when stress is alleviated. As cells gradually lose their 

replicative fitness because of damage accumulation, a ClpXP suicidal mechanism is activated to 

preserve the population’s fitness by eliminating unfit cells (Fig. 5.1). 
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Figure 5.1. Proposed cell death model 

Maintaining replicative fitness is critical for the bacterial population to ensure the existence of the 

species in a harsh environment. Here, we propose that during stationary phase survival, ClpXP 

protease eliminates damaged or unfit cells from the population to enhance the selection of the fittest 

cells. Our proposed model demonstrates that under a continuous mild protein homeostasis stress 

because of acid or antibiotic stress, ClpP with the help of ClpX are highly expressed to maintain 

protein homeostasis and protein quality. At this stage, protein quality control is critical because 

cells can neither dilute damage through cell division nor diverge all energy to protein repair as 

resources are scarce during stationary phase. If the damage is beyond repair and affects the 

replicative fitness of the population, damaged cells commit suicide by self-digesting native proteins 

through ClpXP. Illustration was generated using Biorender.com 
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5.2. Is ClpXP-mediated death an active process? 

 Distinguishing active cell death (regulated) from passive cell death (accidental) requires a 

great deal of work. For example, active cell death should be genetically encoded; it should exhibit 

physiological and morphological hallmarks and require energy; it should be capable of being 

blocked or inactivated; and it should have meaning for the whole organism (1). Previous work and 

our study strongly indicate that acetate-mediated cell death in the stationary phase is an active, 

regulated cell death mechanism. This statement is based on the following evidence. 

 As cells die they exhibit PCD hallmarks, including increased ROS and DNA damage, 

decreased respiration and cell viability, and the loss of membrane potential (105). Irreparable 

damage is an important factor in passive cell death, including protein damage that affects multiple 

cellular processes. However, it is not the cause of the stationary phase cell death because surviving 

mutants have increased damage compared with wild-type strains. Multiple genetic determinants 

regulating cell death were identified, including cidABC and cidR, and in this study we identified 

clpP, clpX, and yjbH as potential downstream cell death effectors. Additionally, the cell death 

process requires a continuous synthesis of cell death mediators. This was clearly observed when a 

wild-type culture grown for 24 hours in TSB-45 mM glucose was treated with a high concentration 

of rifampicin to block mRNA synthesis. At 72 hours of growth, cells treated with rifampicin and 

untreated cells were co-stained with CTC and HPF to evaluate cellular respiration and ROS, 

respectively (Fig. 5.2A). The untreated cells exhibited few of the PCD hallmarks, such as ROS 

accumulation and loss of cellular respiration (Fig. 5.2B). However, the cells treated with rifampicin 

were CTC positive and HPF negative, and this indicates that the cells were respiring (metabolically 

active) and did not accumulate ROS. This strongly suggests that the generation of ROS and 

decreased cellular respiration are mediated by proteins that have to be synthesized from transcribed 

mRNA during the death phase, which usually starts at 48 hours of growth in TSB-45 mM glucose. 

 Finally, the active cell death process (apoptosis) in eukaryotes requires energy for 

execution (325), and the ClpXP protease is known to be an energy-dependent intracellular protease 
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(246). ATP is hydrolyzed in the Walker-B motif of ClpX to power protein unfolding and 

translocation, and the clpXE185Q mutation (Glutamic acid 185 to Glutamine) in the Walker domain 

slowed ATP hydrolysis dramatically in E. coli (326). To test whether ClpXP-mediated cell death 

required energy to initiate the cell death process, a clpXE188Q variant (Glu was at position 188 in S. 

aureus) that does not hydrolyze ATP or the wild-type ClpX was expressed in the ∆clpX mutant 

background in a single copy at the SapI site driven by a native promoter. Both variants were grown 

in TSB-45 mM glucose to assess cell viability. The clpXE188Q variant had a higher survival rate than 

the wild-type clpX (Fig. 5.2C). Thus, ClpXP-mediated cell death in S. aureus is an energy-

dependent process similar to the active apoptotic cell death process in eukaryotes.  
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Figure 5.2. ClpXP-mediated cell death is an active cell death process 

(A) Cartoon of the experimental workflow to block mRNA synthesis with addition of 200 μg /mL 

rifampicin at 24 h of growth in TSB-45 mM glucose. (B) CTC and HPF stained cells from 

rifampicin and untreated cultures at 72 h of growth analyzed using flowcytometry. (C) Survival 

assay of ∆clpX::pJC1111, clpXE188Q, and ∆clpX::Comp in TSB-45 mM glucose. Cell viability was 

determined by track dilution on TSA plates. (n=3, mean ± SD). 
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5.3. Does ClpXP-mediated cell death contribute to biofilm development? 

 We discussed in Chapter 1 how cell death benefits the whole bacterial population in 

different settings. Cell death during S. aureus biofilm development is undoubtedly necessary for 

normal biofilm development (49, 98). Our data indicate that ClpXP-mediated cell death enhances 

the replicative potential in the stationary phase. However, does ClpXP-mediated cell death provide 

other benefits under different physiological growth conditions. Because of the pleotropic effect of 

clpP or clpX inactivation on growth and biofilm phenotypes (82), we used clpXI265E to assess 

biofilm development under conditions of continuous flow. Wild-type and clpXI265E strains were 

stained with CYTO-9 and TOTO-3 to evaluate live and dead cells, respectively, within the biofilm. 

Interestingly, confocal microscopy images revealed that clpXI265E had a distorted biofilm structure 

compared with that of the wild type, which formed a typical mushroom-like structure (tower) 

containing a significant number of dead cells (red indicates the TOTO-3 stain) (Fig. 5.3A-B). 

Subsequent COMSTAT analysis indicated that the clpXI265E mutant exhibited decreased biofilm 

thickness, percentage of dead biomass, and roughness coefficient compared with the normally 

developed biofilm of the wild type strain (Fig. 5.3C-E). These phenotypes could be the result of 

decreased ClpXP-mediated cell death, based on our knowledge that acetic acid likely triggers cell 

death in biofilm microcolonies (105). Thus, we propose that ClpXP-mediated cell death in S. aureus 

can be triggered in different environments, benefitting the population in different ways. 
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Figure 5.3. ClpP is required for biofilm maturation and development 

3D CLMS image of (A) JE2 (B) clpXI265E biofilms stained with life and dead stains, SYTO-9 and 

TOTO-3. (C) Biofilm thickness (D) %dead biomass (E) roughness coefficient of JE2 and clpXI265E 

were analyzed using COMSTAT. Pictures were generated using Imaris software. (n=≥7, mean ± 

SD). Statistical analysis was determined using two-tailed Student’s t-test. (* p≤0.05, ** p≤0.01, 

*** p≤0.001). 
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5.4. Is ClpXP protease a pro-survival or pro-death protein? 

The primary function of ClpXP is the maintenance of protein homeostasis to promote 

survival and growth; however, does it have a role in cell death? In general, ATP-dependent 

proteases recognize substrates through protease recognition motifs that are located at the C-

terminus or N-terminus of a given protein or peptide. Not all signals are accessible for recognition 

by ClpXP, but these motifs usually become exposed to degradation because of protein denaturation 

or aggregation (327). We assume that the increased detection of ClpXP recognition motifs on 

damaged proteins may serve as a signal for ClpXP protease to evaluate the damage. If the damage 

is overwhelming and detrimental to the cell, then ClpXP initiates cell death. Another possible 

mechanism is the presence of specific adaptor proteins that are only expressed or become active at 

the onset of death to mediate the ClpXP interaction with particular substrates for degradation. 

ClpP is part of the CtsR regulon, which is known to be critical for protein quality control 

in the staphylococci. Although it has not been reported how CtsR responds to protein aggregation, 

the CtsR regulon is induced when cells are exposed to a stress that disrupts protein homeostasis, 

such as heat, ROS, a low pH, and certain classes of antibiotics, including kanamycin, erythromycin, 

and gentamicin. Derepression of the CtsR operon occurs as a result of weakened CtsR‒DNA 

binding or degradation of the repressor, which in both cases alleviates the repression of the CtsR 

regulon. Under the testing conditions used here, it is speculated that a combination of ROS, 

cytoplasmic acidification, and protein damage induced clpP expression. These factors drive the 

continuous ClpP-dependent degradation of CtsR and, subsequently, the uncontrollable expression 

of clpP during the stationary phase. Increased ClpP abundance and protein damage trigger a quick 

turnover of native proteins that are essential for stationary phase survival. In conclusion, what 

triggers the pro-survival or pro-death ClpXP remains critical component of the mechanism that we 

do not fully understand. 
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 Appendix  

S. 1. ShinyGo V.0.60 Enrichment analysis of uniquely expressed genes in wild type 

after diamide stress using KEGG pathway database (305). 

(-) LOG 

Enrichment FDR 

Genes 

in list 

Total 

genes 

Functional 

Category 

Genes 

57.97209 59 442 Metabolic 

pathways 

cap5e cap5n ipdc ipk cyse hisc 

murb rocd pgi menb qoxd qoxc 

qoxa purk purs muri arcb gmk 

rpoz coabc pgsa lysa suca fola 

bira zwf gnd accc accb cdd 

dgka hola nadd aroe apt folc 

coae pola glta dnae acka menc 

mene fumc alda2 ilva atpd upp 

rpoe glmm moaa moad moae 

urea ureb urec galu gntk arca 

25.10448 28 223 Biosynthesis of 

secondary 

metabolites 

cap5e cap5n ipk naga hisc 

gcvh rocd pgi menb purk purs 

arcb lysa suca zwf gnd accc 

accb aroe glta menc mene fumc 

alda2 ilva galu gntk arca 

13.95176 16 128 Microbial 

metabolism in 

diverse 

environments 

cyse pgi lysa suca zwf gnd accc 

accb glta acka fumc alda2 urea 

ureb urec gntk 

13.2454 12 57 Purine metabolism purk purs gmk rpoz hola apt 

pola dnae rpoe urea ureb urec 

11.57557 9 29 Amino sugar and 

nucleotide sugar 

metabolism 

cap5e cap5n cap5o naga murb 

pgi crr glmm galu 

11.55087 12 80 Carbon 

metabolism 

cyse pgi suca zwf gnd accc 

accb glta acka fumc ilva gntk 

8.422442 7 27 Arginine and 

proline 

metabolism 

rocd arcb alda2 urea ureb urec 

arca 

8.395707 8 44 Pyrimidine 

metabolism 

trxb rpoz cdd hola pola dnae 

upp rpoe 

7.701941 5 10 Base excision 

repair 

ung nth tag pola muty 

6.523614 5 16 Folate 

biosynthesis 

fola folc moaa moad moae 

5.946859 5 21 Homologous 

recombination 

pria recg hola pola dnae 

5.946859 4 9 Sulfur relay 

system 

mnma moaa moad moae 

4.740898 4 17 Glycerophospholi

pid metabolism 

pgsa glpd gpsa dgka 
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4.722349 5 37 Pyruvate 

metabolism 

accc accb acka fumc alda2 

4.570725 7 104 Biosynthesis of 

amino acids 

cyse hisc arcb lysa aroe glta 

ilva 

4.529499 4 20 Pentose phosphate 

pathway 

pgi zwf gnd gntk 

4.506842 3 7 Nucleotide 

excision repair 

mfd uvrc pola 

4.491261 4 21 Propanoate 

metabolism 

accc accb acka alda2 

4.429971 4 22 Oxidative 

phosphorylation 

qoxd qoxc qoxa atpd 

4.375554 3 8 Ubiquinone and 

other terpenoid-

quinone 

biosynthesis 

menb menc mene 
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S. 2. ShinyGo V.0.60 Enrichment analysis of uniquely expressed genes in spxC10A 

mutant after diamide stress using KEGG pathway database (305). 

(-) LOG 

Enrichment FDR 

Genes 

in list 

Total 

genes 

Functional 

Category 

Genes 

77.88206 

42  56 Ribosome rpsf rpsr rplk rpla rplj rpll rpsl rpmf 

rpsp rpls rpsb rpso rpsn rpma rplu 

rpsd rplm rplq rpsk rpsm rpmj rplo 

rpmd rpse rplr rplf rpsh rple rplx 

rpln rpsq rpmc rplp rpsc rplv rpss 

rplb rplw rpld rplc rpsj rpmh 

31.47277 

41 442 Metabolic 

pathways 

dnan ggt pflb mete gltb gltd tmk hpt 

mvk mvad nrdf fabh fabf mend pyrb 

pyrc cara plsx fabd fabg succ glpk 

femb murg cmk lpda hemd hema pyk 

pfka murc puta ilva murf ddl luxs 

lacd rpoa adk moac sdaaa 

11.00388 

17 223 Biosynthesis of 

secondary 

metabolites 

mete gltb gltd hpt mvk mvad mend 

succ lpda hemd hema pyk pfka puta 

ilva adk sdaaa 

8.038425 

8 44 Pyrimidine 

metabolism 

dnan tmk nrdf pyrb pyrc cara cmk 

rpoa 

6.910465 

6 24 Aminoacyl-

tRNA 

biosynthesis 

sers trps pros alas thrs leus 

5.92915 

7 57 Purine 

metabolism 

dnan hpt nrdf arcc pyk rpoa adk 

5.843765 

5 20 Peptidoglycan 

biosynthesis 

femb murg murc murf ddl 

5.340568 

8 104 Biosynthesis of 

amino acids 

mete gltb gltd pyk pfka ilva luxs 

sdaaa 

5.133305 

4 13 Fatty acid 

biosynthesis 

fabh fabf fabd fabg 

5.133305 

7 80 Carbon 

metabolism 

arcc succ lpda pyk pfka ilva sdaaa 

4.639145 

4 18 Alanine, 

aspartate and 

glutamate 

metabolism 

gltb gltd pyrb cara 

4.639145 

4 18 Fatty acid 

metabolism 

fabh fabf fabd fabg 

4.390121 

4 21 Homologous 

recombination 

dnan ssb recr reca 

3.935047 

7 128 Microbial 

metabolism in 

diverse 

environments 

gltb gltd arcc succ lpda pyk pfka 

3.617282 

3 13 Nitrogen 

metabolism 

gltb gltd arcc 
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3.27867 3 17 DNA replication dnan ssb rnhc 

3.023146 

3 21 Cysteine and 

methionine 

metabolism 

mete luxs sdaaa 

2.542759 

3 31 Glycine, serine 

and threonine 

metabolism 

lpda ilva sdaaa 

2.34271 

3 37 Pyruvate 

metabolism 

pflb lpda pyk 

2.3199 

2 11 Biotin 

metabolism 

fabf fabg 
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